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ABSTRACT

Abstract

Page 3 of 28

TTA conducted the TPC Express Benchmark™ Al (TPCx-Al) on the KR580S2. The software
used included CDP Private Cloud Base Edition Business Version 7.1. This report provides full
disclosure of the results. All testing was conducted in conformance with the requirements of the

TPCx-Al Standard Specification, Revision 1.0.1.

Configuration Overview

Test Sponsor Node(s)
TTA 1x KR580S2 (Master/Worker)
2x KR580S2 (Master/Worker)
Metrics Overview
Total System Cost Performance Price/Performance
¥456,752,000 1,205.43 378,912.09 KRW
KRW AlUCpm@1000 ¥WAIUCPpm@1000

Executive Summary

The Executive Summary follows on the next several pages.

TPCx-Al 1.0.1 TTA
Full Disclosure Report KR580S2

Operating System

Red Hat Enterprise
Linux Server 7.8 & 7.9

Availability Date

April 18, 2022

Report Date
April 18, 2022
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TPCx-Al 101

a@ K R58082 TPC Pricing 2.8.0

Report Date Apr. 18, 2022

TPCx-Al Performance Total System Cost Price/Performance Availability Date
1,205.43 W378,912.09 :
AIUCPM@1000 W456,752,000 KRW KRW/AIUCPmM@1000 April 18, 2022
Framework Operating System Other Software Scale Factor | Streams
CDP Private Cloud .
Base Edition Business ~, <cd Hat Enterprise N/A 1,000 10
. Linux Server 7.8 & 7.9
Version 7.1
Use Case Time (SeC.) by Phase M Training Serving 1 MW Serving2 M Throughput (Avg)
10 N

S —
8 I

7 |-

6 I

5 I

4 N

3 W

2 | N ——

1 I .

0 2,000 4,000 6,000 8,000 10,000 12,000 14,000
Physical Storage / Scale Factor | Scale Factor / Physical Memory Main Data Redundancy Model
135.68 0.16 HDFS Replication Factor 3
Servers: 3
Total Processors/Cores/Threads 6/240/480
Server Type 1x KR580S2 (Master/Worker) 2x KR580S2 (Master/Worker)
Processors 2x Intel(R) Xeon(R) Platinum 8380 CPU @ 2x Intel(R) Xeon(R) Platinum 8380 CPU @
2.30GHz GHz 2.30GHz GHz
Memory 2,048 GiB 2,048 GiB
Storage Controller 1x RAID Controller 1x RAID Controller
Storage Device 8x 3.84 TB SATA SSD; 2x 3.2 TB NVMe SSD  12x 3.84 TB SATA SSD; 1x 3.2 TB NVMe SSD
Network Controller 1x 10GbE 2-port 1x 10GbE 2-port
Connectivity 1x ubiQuoss E6200 10GbE (Switch)
TPCx-Al 1.0.1 TTA Report Date

Full Disclosure Report KR580S2 April 18, 2022
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Description

Server Hardware

Server01

2U-12bay, FH Riser(3slots PCle Gen4.0 x16, x8, x8) x2, 1300W
x2, Rail

3rd Gen Intel Xeon Scalable Processor Platinum 8380 (40C/80T
2.3GHz, 60MB, 270W)

64GB DDR4 3200 ECC LRDIMM Memory

Micron 5300PRO SATA SSD 3.84TB

£d PM1735 HH-HL NVMe SSD 3.2TB

LSI MegaRAID SAS-3 3108

Intel Corporation Ethernet Controller X710 for 10GbE SFP+
Maintenance - 7x24x4 Care Pack (1-yrs)

Server02, Server03

2U-12bay, FH Riser(3slots PCle Gen4.0 x16, x8, x8) x2, 1300W
x2, Rail

3rd Gen Intel Xeon Scalable Processor Platinum 8380 (40C/80T
2.3GHz, 60MB, 270W)

64GB DDR4 3200 ECC LRDIMM Memory

Micron 5300PRO SATA SSD 3.84TB

&g PM1735 HH-HL NVMe SSD 3.2TB

LSI MegaRAID SAS-3 3108

Intel Corporation Ethernet Controller X710 for 10GbE SFP+
Maintenance - 7x24x4 Care Pack (1-yrs)

Network
ubiQuoss E6200
Maintenance - 7x24x4 Care Pack (1-yrs)

Software

Red Hat Enterprise Linux Server7.8, 7.9

Maintenance - 7x24x4 Care Pack (1-yrs)

CDP Private Cloud Base Edition - Business Version 7.1
Cloudera Data Platform Compute

Clouera Certified Technical Partner Services(1ly 7x24x4
Technical Support)

Discount
Red Hat Enterprise Linux Server7.8, 7.9
Maintenance - 7x24x4 Care Pack (1-yrs)

Page 5 of 28
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Part Number

KR580S2

CD8068904572601
M386A8K40BM2-CTD
MITFDDAK3T8TDS-1AW1ZABYY
MZPLL3T2HMLS
AOC-53108L-H8IR-LOW P
X710DA2

KR580S2

CD8068904572601
M386A8K40BM2-CTD
WITFDDAK3T8TDS-1AW1ZABYY
MZPLL3T2HMLS
AOC-S3108L-H8IR-LOW P
X710DA2

MSN2700-CS2F

RHO0004
RP-CPS(OS)
CDP-PVC-BASE-BUS
COMPUTE

RHO0004
RP-CPS(OS)

Pricing: 1 = KTNF Co., Ltd.; 2 = Digital Seouloa Co., Ltd.; 3 =

Rockplace Inc.; 4 = Pngtech Co., Ltd.

* Discount applies to all line items where Key = 1. Discount based
upon total system cost as purchased by a regular customer.

Audited by Doug Johnson, InfoSizing
Prices used in TPC benchmarks reflect the actual prices a customer would pay for a one-time purchase of the stated Line Items.
Individually negotiated discounts are not permitted. Special prices based on assumptions about past or future purchases are not
permitted. All discounts reflect standard pricing policies for the listed Line Items. For complete details, see the pricing section of the
TPC Benchmark Standard. If you find that the stated prices are not available according to these terms, please inform the TPC at

pricing@tpc.org. Thank you.

TPCx-Al 1.0.1
Full Disclosure Report

TTA
KR580S2

Report Date Apr. 18, 2022

Source  List Price Qty Extended Price 1-Yr. Maintenance
1 79,670,000 1 79,670,000
1 (include) 1
1 (include) 2
1 (include) 32
1 (include) 8
1 (include) 2
1 (include) 1
1 (include) 1
1 2,000,000 1 2,000,000
1 83,800,000 2 167,600,000
1 (include) 2
1 (include) 4
1 (include) 64
1 (include) 24
1 (include) 2
1 (include) 2
1 (include) 2
1 2,000,000 2 4,000,000
Sub-Total 247,270,000 6,000,000
2 20,000,000 1 20,000,000
2 (include) 1
Sub-Total 20,000,000 0
3 1,603,000 3 4,809,000
3 2,000,000 3 6,000,000
4 13,020,000 3 39,060,000
4 130,200 720 93,744,000
4 35,000,000 1 35,000,000
Sub-Total 137,613,000 41,000,000
3 623,000 3 1,869,000
3 1,000,000 3 3,000,000
Sub-Total 1,869,000 3,000,000
Total 406,752,000 50,000,000

Total System Cost (KRW): ¥456,752,000
AlUCpm@1000: 1,205.43
W/AIUCpM@1000: ¥A#378,912.09

Report Date
April 18, 2022
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KR580S2

Numerical Quantities

Page 6 of 28
TPCx-Al 1.0.1
TPC Pricing 2.8.0

Report Date Apr. 18, 2022

AlUCpm@1000 1,205.43 TLoad 4,405.47
Scale Factor 1,000 Two 4,405.47
Streams 10 Terr 981.90

TesT1 128.21
Kit Version 1.0.1 Trst2 126.91
Execution Status Pass Test 128.21
Accuracy Status Pass Trr 110.67

Test Times

Overall Run Start Time
Overall Run End Time
Overall Run Elapsed Time

Load Test Start Time
Load Test End Time
Load Test Elapsed Time

Power Training Start Time
Power Training End Time
Power Training Elapsed Time

Power Serving 1 Start Time
Power Serving 1 End Time
Power Serving 1 Elapsed Time

Power Serving 2 Start Time
Power Serving 2 End Time
Power Serving 2 Elapsed Time

Scoring Start Time
Scoring End Time
Scoring Elapsed Time

Throughput Start Time
Throughput End Time
Throughput Elapsed Time

TPCx-Al 1.0.1 TTA
Full Disclosure Report

KR580S2

2022-03-15 12:37:47.702
2022-03-16 04:33:59.871
57,372.169

2022-03-15 16:23:30.020
2022-03-15 17:36:58.837
4,408.817

2022-03-15 17:36:58.842
2022-03-16 00:01:59.401
23,100.559

2022-03-16 00:01:59.410
2022-03-16 00:34:36.714
1,957.304

2022-03-16 00:34:36.726
2022-03-16 01:07:01.643
1,944.917

2022-03-16 01:13:56.743
2022-03-16 01:29:15.745
919.002

2022-03-16 01:29:15.776
2022-03-16 04:33:59.869
11,084.093

Report Date
April 18, 2022
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Use Case Training (sec)

uco1
ucoz2
uCo3
uco4
uCo05
uCo06
uco7
uCo8
uCo9
ucCl1o

1,585.134
6,416.105
282.508
165.502
1,754.154
1,435.558
78.657
1,969.860
8,891.611
504.945

KR580S2

Numerical Quantities (continued)

Use Case Times & Accuracy

Page 7 of 28
TPCx-Al 1.0.1
TPC Pricing 2.8.0

Report Date Apr. 18, 2022

Serving 1 (sec) Serving 2 (sec) Throughput (avg) Accuracy

110.808
412.045
56.355
71.193
198.239
83.672
41.837
166.086
712.202
79.827

Use Case Serving Times (sec.)

2,500

2,000

1,500

TPCx-Al 1.0.1

Full Disclosure Report

TTA
KR580S2

109.241
389.851
61.678
68.850
206.950
77.323
42.426
159.641
717.599
77.039

Serving 1

993.401 0.000
1,829.666 0.234
230.471 4.597
721.433 0.712
1,271.419 0.409
954.890 0.213
749.092 1.504
948.366 0.749
2,096.334 1.000
695.468 0.817

W Serving2 W Throughput (Avg)

sadd

Report Date
April 18, 2022
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Clause 0 — Preamble
0.1 TPC Express Benchmark™ Al Overview

Artificial intelligence (Al) has become a key transformational technology of our times. Advances
in neural networks and other machine learning techniques have made it possible to use Al on a
variety of use cases. From the public sector to aerospace, defense and academia, new and
improved ways to use Al techniques are changing the way we harness data and analytics. This
along with advances in compute, interconnect and memory technologies have made possible to
solve complicated challenges that will ultimately benefit customers in production datacenter and
cloud environments.

Abundant volumes of rich data from text, images, audio and video are the essential starting
point for creating a benchmark that would represent the myriad of use cases and customers.
TPC Express Benchmark™ Al (TPCx-AI) is created in keeping with the TPC tradition of
emulating real world Al scenarios and data science use cases. Unlike most other Al
benchmarks, the TPCx-Al uses a diverse dataset and is able to scale across a wide range of
scale factors. TPCx-Al may later expand with additional use cases and add additional flexibility
for a greater variety of implementations.

The benchmark defines and provides a means to evaluate the System Under Test (SUT)
performance as a general-purpose data science system that:

e Generates and processes large volumes of data.

e Trains preprocessed data to produce realistic machine learning models.

¢ Conducts accurate insights for real-world customer scenarios based on the generated
models.

e Can scale to large scale distributed configurations.

e Allows for flexibility in configuration changes to meet the demands of the dynamic Al
landscape.

The benchmark models real-life examples of companies and public-sector organizations that
use a range of analytics techniques, both Al and more traditional machine learning approaches,
as well as the potential application of these techniques in situations like those in which they
have already been successfully deployed. In addition, the benchmark measures end to end time
to provide insights for individual use cases, as well as throughput metrics to simulate multiuser
environments for a given hardware, operating system, and data processing system
configuration under a controlled, complex, multi-user Al or machine learning data science
workload.

The purpose of TPC benchmarks is to provide relevant, objective performance data to industry
users. To achieve that purpose, TPC benchmark specifications require benchmark runs be
implemented with systems, products, technologies and pricing that:

o Are generally available to users.

e Are relevant to the market segment that the individual TPC benchmark models or
represents (e.g., TPCx-Al models and represents complex, high data volume, decision
support environments).

e Would plausibly be implemented.

TPCx-Al 1.0.1 TTA Report Date
Full Disclosure Report KR580S2 April 18, 2022
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The TPCx-AI kit is available from the TPC website (see www.tpc.org/tpcx-ai/ for more
information). Users must sign up and agree to the TPCx-Al End User Licensing Agreement
(EULA) to download the kit. All related work (such as collaterals, papers, derivatives) must
acknowledge the TPC and include the TPCx-Al copyright. The TPCx-Al kit includes: TPCx-Al
Specification document (this document), TPCx-Al Users Guide (README.md) documentation,
scripts to set up the benchmark environment, code to execute the benchmark workload, Data
Generator, use case related files, and Benchmark Driver.

The use of new systems, products, technologies (hardware or software) and pricing is
encouraged so long as they meet the requirements above. Specifically prohibited are
benchmark systems, products, technologies or pricing (hereafter referred to as
"implementations") whose primary purpose is performance optimization of TPC benchmark
results without any corresponding applicability to real-world applications and environments. In
other words, all "benchmark special" implementations that improve benchmark results but not
real-world performance or pricing, are prohibited.

The rules for pricing are included in the TPC Pricing Specification.

Further information is available at www.tpc.org.

TPCx-Al 1.0.1 TTA Report Date
Full Disclosure Report KR580S2 April 18, 2022
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Clause 1 — General Items
1.1 Test Sponsor

This benchmark was sponsored by Telecommunications Technology Association.

1.2 Parameter Settings

The Supporting Files Archive contains the parameters and options used to configure the
components involved in this benchmark.

1.3 Configuration Diagrams

The measured configuration diagram is shown below. In addition, any differences between the
measured and the priced configurations are described.

TPCx-Al 1.0.1 TTA Report Date
Full Disclosure Report KR580S2 April 18, 2022
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1.3.1 Measured Configuration

Page 13 of 28

Nodes: 3
Processors/Cores/Threads: 6/240/480 Storage Devices: 36
Total Memory: 6,144 GiB Storage Capacity: 135,680 GB

|
|

KTNF KR580S2 Server01

ubiQuoss 10GbE Ethernet Switch

Server

Procs/Cores/Threads:

Processor Model:
Memory:

Storage Controller:
Storage Devices:

Network Controller:

Network:

KTNF KR580S2 Server02

|
|

KTNF KR580S2 Server03

Master/Worker

1x KR580S2:

2/40/80

2x Intel(R) Xeon(R) Platinum
8380 CPU @ 2.30GHz
2,048 GiB

1x RAID Controller

8x 3.84 TB SATA SSD

2x 3.2 TB NVMe SSD

1x 10GbE 2-port

1 x Master/Worker Node

2 x Intel ® Xeon® Platinum 8380 CPU @ 2.3 GHz
32 x 64GiB (2TiB) Memory

1 x 10GbE 2-Port Adaptor

2 X 3.84TB SATA SSD (RAIDI) - OS

6x 3.84TB SATA SSD — Data Nodes

1 x 3.2TB NVMe SSD — Journal Node, Node Manager
1 x 3.2TB NVMe SSD — Zookeeper Node

1 x Intel Ethernet Controller X710 for 10GbE

X Master/Worker Node

2 x Intel ® Xeon® Platinum 8380 CPU @ 2.3 GHz
32 X 64GiB (2TiB) Memory

1 x 10GbE 2-Port Adaptor

2x3.84TB SATA SSD (RAIDI) - OS

6 X 3.84TB SATA SSD — Data Nodes

1x3.84TB SATA SSD — Journal Node

1 x 3.84TB SATA SSD — Zookeeper Node

2x 3.84TB SATA SSD — Name Nodes

1 x 3.2TB NVMe SSD — Node Manager

1 x Intel Ethernet Controller X710 for 10GbE

—

1 x Master/Worker Node
2 x Intel ® Xeon® Platinum 8380 CPU @ 2.3 GHz
32 x 64GiB (2TiB) Memory
1 x 10GbE 2-Port Adaptor
2 X 3.84TB SATA SSD (RAIDI) - OS
6x 3.84TB SATA SSD — Data Nodes
1 x 3.84TB SATA SSD — Journal Node
1 x 3.84TB SATA SSD — Zookeeper Node
2x 3.84TB SATA SSD — Name Nodes
1 x 3.2TB NVMe SSD — Node Manager
1 x Intel Ethernet Controller X710 for 10GbE

Master/Worker

2x KR580S2:

2/40/80

2x Intel(R) Xeon(R) Platinum
8380 CPU @ 2.30GHz
2,048 GiB

1x RAID Controller

12x 3.84 TB SATA SSD

1x 3.2 TB NVMe SSD

1x 10GbE 2-port

1x ubiQuoss E6200 10GbE (Switch);

The distribution of software components over server nodes is detailed in Clause 2.

1.3.2 Differences Between the Measured and the Priced Configurations
There are no differences between the measured configuration and the priced configuration.

TPCx-Al 1.0.1
Full Disclosure Report

TTA
KR580S2

Report Date
April 18, 2022
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Clause 2 — SW Components & Data Distribution
2.1 Roles and Dataset Distribution

Table 2-1 describes the distribution of the dataset across all media in the SUT.

Server Host Name | SW Services
Data,
Journal,
1x KR580S2 10.100.250.87 Zookeeper,

Node Manager

Data,

Journal,
Zookeeper,
Name Node,
Node Manager

10.100.250.89
2XKRS80S2 ' 10.100.250.91

Storage
2x 3.84 TB SATA SSD
6x 3.84 TB SATA SSD
1x 3.2 TB NVMe SSD
1x 3.2 TB NVMe SSD
2x 3.84 TB SATA SSD
6x 3.84 TB SATA SSD
1x 3.84 TB SATA SSD
1x 3.84 TB SATA SSD
2x 3.84 TB SATA SSD
1x 3.2 TB NVMe SSD

Table 2-1 Software Components and Dataset Distribution

2.2 File System Implementation

Contents

OS (RAID-1)
Data

Journal, Node Mgr.
Zookeeper
OS (RAID-1)
Data

Journal
Zookeeper
Name Node
Node Manager

A distributed file system provided by CDP Private Cloud Base Edition Business Version 7.1 was
used for data generation and the Load Test. The data set was not relocated after generation

and before the Load Test.

2.3 Execution Engine, Frameworks, Driver & Libraries

CDP Private Cloud Base Edition Business Version 7.1 consisted of the following components.

Component

Hadoop
Spark

Version

3.1
2.4

Table 2-2 Software Components

For a detailed listing of installed libraries, please see the envinfo logs in the Supporting Files.

2.4 Applied Patches

No additional vendor-supported patches were applied to the SUT.

TPCx-Al 1.0.1
Full Disclosure Report

TTA
KR580S2

Report Date
April 18, 2022
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Clause 3 — Workload Related Items
3.1 Hardware & Software Tuning

The Supporting Files archive contains all hardware and software configuration scripts.
3.2 Kit Version & Modifications

Table 3-1 shows the version of the TPCx-Al used to produce this result along with any kit flies
that were modified to facilitate system, platform, and framework differences.

TPCx-AIl Kit Version 1.0.1

Modified File Description of Changes
tools/spark/getEnvinfoWorker.sh Minor edit for java version logging

Table 3-1 Kit Version & Modifications

3.3 Use Case Elapsed Times

Below are the elapsed time for each use case. Use cases are grouped based on whether they
use Deep Learning or Machine Learning technigues.

Type | UCID P1 P2 T1 T2 T3 T4
Deep 2 412.045 389.851 1,279.596 @ 1,736.983 2,540.326 2,040.766
Learning 5 198.239  206.950  1,910.291 = 683.933  984.207  654.978
9 712.202  717.599 @ 2,369.053  1,981.421 1,606.197 2,023.500
1 110.808  109.241 = 348.896 1,220.848  992.238 1,783.651
3 56.355 = 61.678 81.541 75.160  133.719  263.063
Machine 4 71193 68.850 1,031.009  673.779 675470  249.525
Learning 6 83.672  77.323 | 2,033.513  997.145 1,163.766  742.978
7 41.837 42426  865.106  626.644 1,126.589 1,353.959
8 166.086 159.641  804.715  655.106  636.795  712.938
10 79.827 | 77.030 | 343.248  1,847.700 = 553.302  560.491
Type | UCID T5 T6 T7 T8 T9 T10
2 | 2,032.833  2,102.437  1434.465 1,996.211  950.992 2,182.049
L;ﬁﬁﬁ} g 5 565.166 1,477.729 2,099.932  690.870 1,980.300 1,666.781
9 | 1,571.749  1,745.037  2,464.029 3,210.033 2,100.786 1,891.537
1 833.541 1,468.459  837.640  635.099  449.965 1,363.676
3 393.003  556.260  102.952 81.309 82.173  535.531
Machine 4 | 1653348 560284 100082 1011.780 438448 811513
Loaming 860.187  408.684  841.926  549.974 1,881.000 69.727
7 337.498 455476 474361  498.339 1,280.272  463.671
8 716.352  759.186 1,480.278 1,728.934  914.323 1,075.037
10 | 1,376.345 478439  684.110  332.912  403.281  374.852
Table 3-2 Use Case Elapsed Times
TPCx-Al 1.0.1 TTA Report Date
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WORKLOAD RELATED ITEMS

3.4 SUT Validation Test Output

AlUCpm@1 6.83
Scale Factor 1
Streams 10
Kit Version 1.0.1
Execution Status Pass
Accuracy Status Pass
Test Times

TPCx-Al 1.0.1

Validation Run Report

Overall Run Start Time
Overall Run End Time
Overall Run Elapsed Time

Load Test Start Time
Load Test End Time
Load Test Elapsed Time

Power Training Start Time
Power Training End Time
Power Training Elapsed Time

Power Serving 1 Start Time
Power Serving 1 End Time
Power Serving 1 Elapsed Time

Power Serving 2 Start Time
Power Serving 2 End Time
Power Serving 2 Elapsed Time

Scoring Start Time
Scoring End Time
Scoring Elapsed Time

Throughput Start Time
Throughput End Time
Throughput Elapsed Time

Page 16 of 28

TLoad 359.32
T 359.32
Terr 172.61
TpsT1 67.39
Test2 66.87
TesT 67.39
Trr 14.23

2022-03-15 09:52:33.764
2022-03-15 12:36:06.705
9,812.941

2022-03-15 09:58:18.351
2022-03-15 10:04:20.977
362.626

2022-03-15 10:04:20.981
2022-03-15 11:24:45.546
4,824.565

2022-03-15 11:24:45.557
2022-03-15 11:38:15.165
809.608

2022-03-15 11:38:15.170
2022-03-15 11:51:54.360
819.190

2022-03-15 11:58:44.686
2022-03-15 12:12:06.640
801.954

2022-03-15 12:12:06.650
2022-03-15 12:36:06.702
1,440.052

(continued on next page)
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WORKLOAD RELATED ITEMS

Validation Run Report (continued)

Accuracy Metrics

Use Case Metric Name

N/A

word_error_rate
mean_squared_log_error
fl_score
mean_squared_log_error
matthews_corrcoef
median_absolute_error
accuracy_score
accuracy_score
accuracy_score

Boo~vourwnr

Metric
0.000
0.473
5.898
0.697
0.315
0.224
1.715
0.720
1.000
0.817

Criteria

0.00
0.50
5.40
0.65
0.50
0.19
1.80
0.65
0.90
0.70

Page 17 of 28

Threshold Status

Pass
Pass
Fail*
Pass
Pass
Pass
Pass
Pass
Pass
Pass

*Because of the small dataset size used for the Validation Test, Spark-based implementations
may not be able to satisfy the accuracy threshold for Use Case 3. The TPCx-Al Subcommittee

is aware of this issue and has decided that this failure does not invalidate the test.

3.5 Configuration Parameters

The Supporting Files archive contains all Global Benchmark Parameter and Use Case Specific

Parameter settings.

TPCx-Al 1.0.1
Full Disclosure Report

TTA
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METRICS & SCALE FACTOR Page 18 of 28

Clause 4 — SUT Related Items
4.1 Specialized Hardware/Software

No Specialized Hardware/Software was used in the SUT.

4.2 Configuration Files

The Supporting Files archive contains all configuration files.

4.3 SUT Environment Information

All envinfo.log files are included in the Supporting Files archive.

4.4 Data Storage to Scale Factor Ratio

The details of the Data Storage Ratio are provided below.

Node Count Disks Size (GB) Total (GB)
1 8 3,840 30,720
1 2 3,200 6,400
2 12 3,840 92,160
2 1 3,200 6,400
Total Storage (GB) 135,680
Scale Factor 1,000
Data Storage Ratio 135.68

4.5 Scale Factor to Memory Ratio

The details of the Memory to Scale Factor Ratio are provided below.

Nodes Memory (GiB) Total (GiB)
3 2,048 6,144
Scale Factor 1,000
Total Memory (GiB) 6,144
SF / Memory Ratio 0.16

4.6 Output of Tests

The Supporting Files archive contains the output files of all tests.

4.7 Additional Sponsor Files

The Supporting Files archive contains any additional files that were used.

4.8 Model Optimizations

The Supporting Files archive contains any model optimization files that were used.

TPCx-Al 1.0.1 TTA Report Date
Full Disclosure Report KR580S2 April 18, 2022
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Clause 5 — Metrics and Scale Factor
5.1 Reported Performance Metrics

Metric Overview

TPCx-Al 1.0.1
Full Disclosure Report

TPCx-Al Performance Metric
TPCx-Al Price/Performance Metric

TPCx-Al Scale Factor
TPCx-Al Stream Count

Test Times

Overall Run Start Time
Overall Run End Time
Overall Run Elapsed Time

Load Test Start Time
Load Test End Time
Load Test Elapsed Time

Power Training Start Time
Power Training End Time
Power Training Elapsed Time

Power Serving 1 Start Time
Power Serving 1 End Time
Power Serving 1 Elapsed Time

Power Serving 2 Start Time
Power Serving 2 End Time
Power Serving 2 Elapsed Time

Scoring Start Time
Scoring End Time
Scoring Elapsed Time

Throughput Start Time
Throughput End Time
Throughput Elapsed Time

TTA
KR580S2

1,205.43 AlUCpm@1000
378,912.09 ¥W/AIUCpm@1000
1,000
10

2022-03-15 12:37:47.702
2022-03-16 04:33:59.871
57,372.169

2022-03-15 16:23:30.020
2022-03-15 17:36:58.837
4,408.817

2022-03-15 17:36:58.842
2022-03-16 00:01:59.401
23,100.559

2022-03-16 00:01:59.410
2022-03-16 00:34:36.714
1,957.304

2022-03-16 00:34:36.726
2022-03-16 01:07:01.643
1,944.917

2022-03-16 01:13:56.743
2022-03-16 01:29:15.745
919.002

2022-03-16 01:29:15.776
2022-03-16 04:33:59.869
11,084.093
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METRICS & SCALE FACTOR

Accuracy Metrics

Use Case Metric Name

N/A

word_error_rate
mean_squared_log_error
f1_score
mean_squared_log_error
matthews_corrcoef
median_absolute_error
accuracy_score
accuracy_score
accuracy_score

Boo~v~ourwnpr

5.2 Throughput Test Stream Times

Metric
0.000
0.234
4.597
0.712
0.409
0.213
1.504
0.749
1.000
0.817

Criteria
N/A
<=

Page 20 of 28

Threshold Status

0.00
0.50
5.40
0.65
0.50
0.19
1.80
0.65
0.90
0.70

Pass
Pass
Pass
Pass
Pass
Pass
Pass
Pass
Pass
Pass

The following chart shows the minimum, 1%t quartile, median, mean (X), 3" quartile, and
maximum stream times by use case for the Throughput Test. Outliers are marked with “0”.

Throughput Test Stream Times (sec) by Use Case

3,500
3,000
2,500 [
2,000
§ [
1,500 [
\ 9
1,000 X
X
l 1
500 '|'
X
0
1 2 3 4 5
TPCx-Al 1.0.1 TTA
Full Disclosure Report KR580S2
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Auditor’s Information

This benchmark was audited by Doug Johnson, InfoSizing.

www.Ssizing.com

63 Lourdes Drive
Leominster, MA 01453
978-343-6562.

This benchmark’s Full Disclosure Report can be downloaded from www.tpc.org.

A copy of the auditor’s attestation letter is included in the next two pages.

TPCx-Al 1.0.1 TTA

Report Date
Full Disclosure Report KR580S2 April 18, 2022



LETTER OF ATTESTATION

Y Info

e Right Mel

Hyo-Sil Kim

Telecommunications Technology Association
47, Bundang-ro, Bundang-gu, Seongnam-city

Gyeonggi-do, 13591
Republic of Korea

April 16, 2022

Page 22 of 28

| verified the TPC Express Benchmark™ Al v1.0.1 performance of the following configuration:

Platform: 1x KR58052; 2x KR58052
Operating System: Red Hat Enterprise Linux Server 7.8 & 7.9
Additional Software: CDP Private Cloud Base Edition Business Version 7.1

The results were:

Performance Metric 1,205.43 AlUCpm@&1000

Secondary Metrics To 4,405.47
Terr 981.90
Test 128.21
T 110.67
SUT 1x KR58052; 2x KR58052 with:
CPUs 2x Intel(R) Xeon(R) Platinum 8380 CPU @ 2.30GHz (all nodes)
Memory 2,048 GiB (all nodes)
Storage Qty Size Type
8 3.84TB SATASSD (Node 1)
2 3.2TB NVMe 55D (Node 1)
12 3.84GB SATASSD (Nodes 2, 3)
1 3.2TB NVMe SSD (Nodes 2, 3)

In my opinion, these performance results were produced in compliance with the TPC

requirements for the benchmark.

The following verification items were given special attention:

& All TPC-provided components were verified to be v1.0.1.

e All checksums were validated for compliance.

e Any modifications to shell scripts were reviewed for compliance.

63 Lourdes Dr. | Leominster, MA 01453 | 978-343-6562 | www.sizing.com
TPCx-Al 1.0.1 TTA
Full Disclosure Report KR580S2
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No modifications were made to any of the Java code.

The generated dataset was properly scaled to 1,000 GB.

The generated dataset used for testing was protected by HDFS Replication Factor 3.
The elapsed times for all phases and runs were correctly measured and reported.
The Storage and Memory Ratios were correctly calculated and reported.

The system pricing was verified for major components and maintenance.

The major pages from the FDR were verified for accuracy.

Additional Audit Notes:

Because of the small dataset size used for the Validation Test, this Spark-based
implementation was not able to satisfy the accuracy threshold for Use Case 3. The TPCx-
Al Subcommittee is aware of this issue and has decided that this failure does not

invalidate the test.

Respectfully Yours,

TPCx-Al 1.0.1

Doug Johnson, Certified TPC Auditor

63 Lourdes Dr. | Leominster, MA 01453 | 978-343-6562 | www.sizing.com

TTA Report Date
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THIRD-PARTY PRICE QUOTES

Third-Party Price Quotes

KTNF Co., Ltd.

:TTA

|

(oo

e

&

S 4EE Tysz 7

HEIE

T H e 202203254

CEFDEEEUN

i) LR TR T

KThF

FHEA HOEARZ

ErOEYEY. =5 Ly TR P

(Dhll &, KTNFRIE)

TEL : 02-B65-5200, FAX - 02-3661 - 35
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27

APAHTHVATED): WS HYUTHEAZ LU WH (w27s,597.000) E&EE 106-B5-07637
FEE
I FIEC]
HHYBRE 30W 28
FE
14
(2
T @Y O] (Mobile - 010-8753-5642, jbdm@kinton k)
(EHH: B, VATHE)
™ wE | 2 3 L] ELLE] FuT
Fart Number | ity 5] #A4 5] B4
[KRSBOS2 (40C 2.3GHZ 2P / ZTE DOR4 [ 3.84TE 550 x2, 3278 NVMe 550 x2, 3.84T8 550 x6 / RAID CTRL / 2P 10G SFP+ x1 / 1300W =2 / Rail) 1 79,670,000 T2ETO0M0
55 2U-12bay, FH Risar3dots POe Gend0 w16, 8, ¥8) x2 1
o 3rd Gen intel Xeon Scalable Processor Platinum B380 (40C/BO0T 23GHz, B0MB, 270W) 2
A B4GE DOR4 3200 BCC LRDMAM Memaory 3z
550 0% Micron 5300PR0 SATA S50 38478 2
1. Server0l Joumainode 9 PMI T35 HH-HL NvMie 55D 3278 1
ToCkeeper 4 PMIT35 HH-HL NvMWie S50 3278 1
550 Cata Micron 5300PR0 SATA 55D 38478 ]
RAID HW RAD Controller, 168 Cache (0. 1, 5 6, 10, 50, 60 1
NI Intel Dual port 10G 5FP+ Adapter with SFPe transceher 1
Maintenance | 7x24x4 Care Fack | year) 1 2,000,000 2,000,000
[KR5S8052 (40C 2.3GHz x2P / ZTE DDR4 7 3.B4TE S50 x12, 3.2TB NVMe S50 x1 / RAID CTRL / 2P 10G SFP+ x1 ./ 1300W x2 [ Rail) 1 83,800,000 B3,200,000
5YSs 2U-1Zbay, FH Rser3dots PO Gend.0 w16, 8, xif) x2, 1300W 2, Rail 1
o 3rd Gen Intel Xeon Scalable Processor Flatinum B380 (40C80T 4z, GOME, 270W) 2
B4G DRL 3200 ECC LRIMM Memary 3z
S50 0% Micron 5300PR0 SATA S50 38478 2
namemanager | &4 PR T35 HH-HL NUMe S50 3278 1
3 Sarverit® namenode? 1
namensode ] 1
Tookeeper 1
Jourmainode Micron 5300PR0 1
3 Data Micron 5300PR &
RAID HW RAD Controller, 168 Cache (0. 1, 5 6, 10, 50, 60) 1
NiC Intel Dual port 10G 5FP+ Adapter with SFPe transceher 1
Maintenance | 7x24%4 Care Pack {1year) 1 2000000 2000000
[KRSBOS2 (40C 2.3GHz 2P / JTE DDRA / 3.B4TE S50 x12, 32T NVMe S50 x1 / RAID CTRL / 2P 10G SFP+ w1/ 1300W x2 [ Rail) 1 83,800,000 B3,800,000
5Y5 2U-12bay, FH Rsen3dots POs Gend.0 x16, 38, xB) 12, 1300W 2, Rail 1
o 3rd Gen Intel Xeon Scalable Processor Platinum 380 (40CB0T iz, GOME, Z70W) 2
FRAM E4GE DORL 3200 ECC LRDMMM Memary 32
S50 0% Micron 5300PR0 SATA SSD 38478 2
naME Manager 24 PMI TS HH-HL NVMe S50 32T8 1
3. Sarverld namenode? 1
namenodel 1
Tockeeper 1
Jourmainode Micron 5300PR0 1
3 Data Micron 5300PR &
RAID HW RAD Comtrolk Cacree {0, 1, & B, 10, 50, 60 1
NiC Intel Dual part 10G SFP+ Adapter with SFP+ transoehaer 1
Maintenance | 7x24%4 Care Fack (1year) 1 2,000,000 2,000,000
:‘;:I":se TS BEE WOE WIE 0 BT S0, M DU AR 0 HOET 7@ SEY BEIANY FEGE BEE | w  2s32m00
7H7IEE =R P |7HE ®3A 7| Y -
a.:‘u‘i a?mpl ys.:: :e-:au :sH:mqu 719 HAP HRLVEE MDY BEE DR ) HigyG. sl " Lenkionn
?“:_:'1"7 w 278597000
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Digital Seouloa Co., Ltd.

Digital Seoaloa Co., Ltd
2, Aful Seoul 150-058, Korea

= AR s T R
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Best Partner & Best Service

a pS| A:l

*gudl D HYE A2 (H:010-5110-5508)

SINEESLIN=EF HE

DATE : 202212 38 248

HEA YSZI SYS 51 280
BOUNEAES 200

THES g5 2EEL0IL.
DEOAL & & '
* 2%: = 0/&pE W20,000,000 (=L T
HE B 2 b E + ¥ =2} i
1 HE®3 8H |*ubiQuoss E6200 1 20,000,000 20,000,000
= Interface
- Downlink : 48 ports 1G(8FP) or 48 ports 10G(SFP+)
- Uplink : 4 ports 40G(Q8FP+)
[+ Bwitching Fabric : 1,280 Gbps
* Throughput : 852 Mpps
[« Dimension (WxDxH) : 44050044 (mm)
» REIE= 0 12(24/7/4 hours)
B (FIkd B E) 20,000,000
«FE 1. REIIZ AW B OOY OILY
2SI WE B ASY O
3 WWEH 8
48 S 88 S 43(H 010-6872-T762 / 2® | 02-2671-0485 / 010N & - yoonpi@hanmail.net)
6. HIZE © (02)831-T77T7/ FAX: (02)2671-0608
6. 40 FHAME HRIJESVANQNY UENIS BH(RNE S IB) PH 2HHM & BLUC
7. ElAH= 1087\ &EI8 LGET B4 PC HEH0ID, & ZHO| DHDHE HOI0 LHSE CHH =¥0= S2IIHBILIC
BHEES I PC, BN, MO0, M, E2EE, DANSED, 24 BRE FHN) ¥ L2208 UEE NS 89
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Rockplace Inc.

S0~
rock p LA( E 135-120 M2 A| ZE T MAHS 634-10 2L T 35 Tel.02)6251.7788 Fax.02)6251.6677

(%) §3 0| www rockplace,co kr rockPLACE, Inc.

3F, Yundang bldg, 634-10, Shinsa-dong, Gangnam-gu,Seoul, Korea Tel : 822-6251-7788 Fax: 822-6251-6677

2 A

REF No. : 2022RP03-2303 TERMS AND CONDITION
DATE : 2022. 03. 23.

COMPANY : TTA g 71 EFEZaFo|y
ATIN s MEEMY AL WS TEL :010-5110-5598 SXEE  AYFad

Email : shj8388@tta.or.kr ZH=A YT HF

FROM :@EEY0lA Y A A TEL :010-4298-3447 SR71Z ANYREEH 4

FEeH 2ol BRELICH ® =&l
CHEOIAL M 5 A
ITEM DESCRIPTION (VATHEE TH9l: &)
Part No. Description [+=] 2adxit | 239t | 3284
os Red Hat Enterprise Linux Operating System Platform
RHO0004RN Red Hat Enterprise Linux Server, Standard (Physical or Virtual Nodes) Renewal 1Year 3 1,603,000 980,000 2,940,000
support :

EasyISOs: OS, Source, Documentation I1SO Images

743t Guest 0S : 2guests

Red Hat Network ATH|A : 1vear

Phone,email Support : 09:00 ~ 17:00

Scope of Coverage : Standard

Maximum Memory Support: Unlimited

** A 27| ZHY BT H 2 glon, B Z2HME0| 7.8 Ver, 7.9 Ver ALE0| Zb5 8L CH

E RS Y YUE XFAMHA - M
RP-CPS(0S) rockPLACE support carepack - On-Site Support service ( 1'3 ) - Per Server 3 2,000,000 1,000,000 3,000,000

A7k, 24x7, 4hr response
oY, Hat, AAX| Y, S| A MH| &
AKX, A2 MH[A - 102
-YEXYEY /W e 2E MY (2717E)
- Problem tracking/Emergency assistance
- Update, Patch 2t X| ¢
L MHIZ, A 27 Y 9 KR
-9l B, 45 MY, By 87 EH N

243 5,940,000
A 5,940,000
H5ILK4| 594,000
AR Z Y 6,534,000

Remarks |
1. Red Hat ®HIZ2 @7t Subscription HIE0|0, 7|7t0] 2t2E|H Z 2 RenewalS SHAOFEILILCE
2. 85 Mojl= HEA DAY QAEFNY, YYXL, HEXN, Email) 7t 2A0{0F FFLICL
3. OnSite 'Y EX| 0| BR5HY FR0= Al S FO4SHAOF BHL|CL
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Pngtech Co., Ltd.
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R ® 2

QUOTATION (F) Ty
LT NPT
FiarEee] Haiol LS 2o ohet ol DERUC UEYA 20220 039 4%
UHEE : PNGQ21611.2
1.8 E - AWE WYY HEH010-5110-5598, chif I88@ta o ki)
25 7 -WFEWNE MiAl MET FetiEesd 7 HEWEE 5F
3 GE%E - HA TY B Tel : (02)6383-5811 Fa : (02)6383-5419
4. GFTAREY - 2ojH= JHMR O, BE R Y F4H 4 O F 3
5 UERET|I: HEYSVE 0% oEMd = = 21
E M@ WY - Y gar9c uEog BYR: §HE PN *HHEE - HRE 0lAH010-8884-B438)
A UIUHSHUAR YA BRI W) BT EW)
HE Product Mams Product Code Duscription ary Year Unit Price @7 Description
1 |Dloisdera SW License (3 £ Subseripties)
Clcusturs Data Plaifiorm Privebs Cloud Suse Edition - Arnuel Subseription par Mods for up in 18 Ceres/122 GB
RAM fir compute of up 1o 58 TB for storags. Busiomss -Laval Sugpert.
AHRE A= 4ot Ay
i - ADLS Connaeter
=M - Accuada
0P Privitis Clanad B Etitiers - - Hove e T - Fure
U |2 e Varsion 7.1 CDP-PVCEASE-BUS | - Hum - HBask 3 1 13,020,000 IR0E0000 (1 vear Ssbricription
= Doz
- Spurk Varsice 24 :::I'
- pyspark Varsian 24 iy
- Navigutor
- 5 Comnastar
- suk
- Sqoep 1 Diant
102 |cluten G Pttomm Gomptne — 2;?:‘;::—,..:;:.;1‘9- 0L e o T comspute in wncass. of 16 coresy/1 2858 RAM par Nods, whars 1 . . 0200 . ﬂ‘ﬂ:": 3
2 |Project Technical Service
o d Tachric A | e i =
e m- Cantifid Tachrizal purter A s :_| ‘a;x.l;.:;jmisxluq.l R HINEY N HYm A Sora), gE e m g ) 23000000 5000000 [+ veur
BAVAT 9E) 167,204,000
LN | 16,780,400
EAvAT 28 124,584,400
* BN

L7 MATLY §aIIHE 30 0|0, BIHH NE SEYUD.

2 71HBEE O FE NEH §AT BE 050 U AT, 9 99 259 UF ¢ UeYo
LOENIE SULEY BT FUH O HoHEA ASYEHE MIELE 0Y W ¥E X YYD

4 WERHRE 27 o SUTY 2SS Subscripton 1T B STULRITEN H¢ 5w SBAE ARY 0P sdni § ¢ B A0 2RTUS.
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Supporting Files Index

The Supporting Files archive for this disclosure contains the following structure.

Supporting Files Directory Description

Checkintegrity!/... Output of CHECK_INTEGRITY test (if the phase is not
done as part of the Validation and Performance Test).

PerformanceTest/... Performance Test output files.

ValidationTest/... Validation Test output files.

Additional files used by TTA

Sponsor/ModelOptimization/...  Details of model optimization.
Sponsor/ModifiedKitFiles/... 1 modified file(s).
Sponsor/Tuning/... All tuning files used.
TPCx-Al 1.0.1 TTA Report Date
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