Configuration of Violin Disk Arrays

The Violin Memory flash arrays are billed as 5.2TB arrays, but the amount that can
be used to accommodate writes can be varied by the vendor. As delivered they
were configured to present 3.37TB of storage to the system.

Each of the two Violin 3205 Memory Appliances was connected via PCI extender
cards to the SUT.

Each array presented one logical disk to the operating system. Each logical disk
was then formatted into 3 partitions contains the TPC-E growing files, fixed files,
and SQL server temp files. The partition details are in the full disclosure report.

Configuration of SQL Log Array

The SQL log array used the built in P410i SmartArray and the built in drive bays.
The log shares this controller with the boot disks. The following screen shots
illustrate that 4 500GB disks were made into one RAID 1+0 volume.
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This volume was partitioned in the OS, but left as a raw disk and not formatted.

Configuration of Backup Devices

Four SmartArray P411 RAID controllers were also installed in the system and
connected to 10 enclosures with 24 disk drives each for database build/backup.
These were not active during the benchmark performance run.



