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Storage Redundancy Levels:
Database Load Time = 0:54:15 Base Tables 2
Load Includes Backup: N Aucxiliary Data Structures 2

Total Data Storage / Database Size = 14.90

DBMSpbeany Space

Memory to Database Size Percentage = 64.0

0OS ahiRoftware

System Configuration:

40 x Dell PowerEdge R710 Server, each with:
2 Intel Xeon X5690 QC 3.46 GHz processeexhy is 1 chip, 6 cores, 12 threads)
48 GB RAM
2x 600 GB (10k rpm) internal SAS disks

Total Storage:

44703 GB (GB = 1024*1024*1024 bytes)
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Description Part Number  Pricing Unit Price Qty Eth,e!‘lded 3y Ifflalnt.
rice Price
Server Hardware
R710 with Chassis for up to 8, 2.5-in. Hard Drives 210-31964 1 $12542.70 40 $501,708.00 included
Intel Xeon X5690,3.46GHz, 12M XN 6 4GT/s,6C 21312953 1 £0.00 40 £0.00
Intel Xeon X5690,3.46GHz, 12M XN 6 4GT/s,6C 374-13955 1 $0.00 40 $0.00
HO Pwr Sply,Redundant 870W UPG 45012451 1 £0.00 40 £0.00
Rizer with 2 PCle x8 +2 PCle x4 Slots 330-10106 1 £0.00 40 £0.00
48GB,12x45,1333M 2R RDIMM 370-19192 1 £0.00 40 20.00
iDRACE Enterprise 565-10114 1 £0.00 40 £0.00
PERC H700 INTG RAID CTL 512MB,x8 405-11382 1 0.00 40 $0.00
HDD, 600GB 10K 5AS5,6G,2.5 Hot Plug 400-20817 1 £0.00 80 £0.00
DVD+-RW, SATA, INTERNAL 429-14713 1 $0.00 40 $0.00
Broadcom GBE 4P LOM with TOE 541-10013 1 $0.00 40 $0.00
Qlogic Infinband Adapter QLET340-CK 690-86219 1 $0.00 40 £0.00
Sliding Ready Rack Rails with Cable Management 77010763 1 $0.00 40 $0.00
3Yr ProSupport and Next Business Day On-Site Service 710-16539 1 $0.00 40 $0.00
PE 4220 42U Rack with Doors and Side Panels 210-26840 1 2270521 3 2811563
DELL PowerConnect 5548 Switch 48 GbE Ports 210-34476 1 $1,903.24 2 $3,806.48
RPS720 Extemnal Red. PSU for PC 5524 Switch 450-16399 1 $770.87 1 3770.87
Deil Discount {30%) 1 -$154,320.29
PATCH CABLE CATSE M GREY STP A2900570 1 $4.39 80 $351.20
Mice : Dell Optical USB 570-11147 1 59.78 1 59.78
Keyboard Dell Standard Quietkey USB 580-14755 1 $15.53 1 $15.53
Qlogic 12300-040, 96-port Infiniband QDR Switch A4BATTE1 1 $59,250.00 1 $59,250.00
Qlogic 5.0M Copper 26 AWG QSFP to QSFP Passive A4B9TTT4 1 $160.33 40 $6413.20
DELL 17" TFT Display E1709W 855-10385 1 §141.22 3 2366
Dell Discount (10%) 1 86 646,34
Subtotal $419,897.72 $0.00
Storage
No external storage required
Software
EXASolution 4.0 licence (1GB DB RAM®) EXA-1G 2 £1,560.00 1,260 £1,965,600.00
EXASOL Support 24x7 (4% per year) EXA-5UP 2 $235,872.00
Discount (45%) 2 -$884,520.00
Subtotal $1,081,080.00 $235,872.00
Total $1,500,977.72 $235,872.00
3-Year Cost of Ownership  $1,736,850

and referencing tgu 24898481.2
contact: Ronny Leronny_lenz@dell.com
2-EXASOL, contact: Steffen Weissbartiales@exasol.com

Price Key: 1-Dell: Pricing may be verified by é¢adj 1-800-BUY-DELL

QphH Rating: 5,556,993.3

$/QphH@3000GB:

$0.32

* Memory size allocated to EXASolution (see alsctwm 7.2)

All discounts are based on list prices and for inguantities and configurations.

Results independently audited by: Francois RéaifaSizing, Inc. (www.sizing.com)

Prices used in TPC benchmarks reflect the actuaegra customer would pay for a one-time purchdsie stated components. Individually
negotiated discounts are not permitted. Specialgzibased on assumptions about past or future pagshare not permitted. All discounts reflect
standard pricing policies for the listed componeifitsr complete details, see the pricing sectionthefTPC benchmark specifications. If you find
that the stated prices are not available accordimghese terms please inform the TPC at pricing@fgc Thank you.
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Numerical Quantities
Measurement Results
Database Scale Factor 3000 GB
Total Data Storage / Database Size 14.90
Start of Database Load 13:13:39
End of Database Load 14:07:54
Database Load Time Oh54m15s
Query Streams for Throughput Test 9
TPC-H Power 4,866,544.6
TPC-H Throughput 6,345,400.6
TPC-H Composite Query-per-Hour Metric (QphH@3000GB 5,556,993.3
Total System Price Over 3 Years $1,736,850
TPC-H Price/ Performance Metric ($/QphH@3000GB) .380
Measurement Interval
Measurement Interval in Throughput Test (Ts) 3Bosds
Duration of Stream Execution
Stream ID Seed Start Date| Start Time End Date Endime Duration
Stream 0 330140754 2011-03-30 14:14:54 2011-03-30 14:16:1[L :17 thin
Stream 1 330140755 2011-03-30 14:16:11 2011-03-30 14:21:4D :29 Bin
Stream 2 330140756 2011-03-30 14:16:12 2011-03-30 14:21:4D :28 Bin
Stream 3 330140757 2011-03-30 14:16:11 2011-03-30 14:21:3B :27 Bin
Stream 4 330140758 2011-03-30 14:16:12 2011-03-30 14:21:3p :27 Bin
Stream 5 330140759 2011-03-30 14:16:11 2011-03-30 14:21:44 :33 min
Stream 6 330140760 2011-03-30 14:16:11 2011-03-30 14:21:4B :32 min
Stream 7 330140761 2011-03-30 14:16:11 2011-03-30 14:21:4B :37 min
Stream 8 330140762 2011-03-30 14:16:11 2011-03-30 14:21:41L :30 min
Stream 9 330140763 2011-03-30 14:16:11 2011-03-30 14:21:4p :31 &in
Refresh 2011-03-30 14:16:11 2011-03-3( 14:20:57| 4:46 min
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TPC-H Timing Intervals (in seconds)

Query | Power Striam Strgam Strgam Striam Strgam Strgam Strsam Strgam Strgam Min Q. | Avg Q [ Max @,
1 4.7 27.2 32.0 28.8 28.7 31.5 31.p 30|18 34.4 39.127.2 30.1 32.0
2 0.7 29 4.1 4.0 6.2 4.6 4.1 34 4.9 44 2.9 48 2 6
3 29 16.5 14.4 13.4 14.3 15. 16.p 14(0 1845 16.43.4 15.2 16.6
4 0.7 3.9 5.9 3.7 53 3.9 4.9 59 6.8 51 3f 50 .8 6
5 2.7 15.7 15.2 18.1 16.6 12. 16.p 17{0 15.9 13.42.9 15.7 18.1
6 0.8 8.8 8.3 7.0 8.2 8.5 8.4 7.0 8.2 6.k 6.1 78 8 8
7 3.0 16.6 15.8 15.7 16.1 15.4 17.8 16|0 17.6 14.a14.0 16.1 17.6
8 1.6 6.1 8.6 9.0 7.1 6.8 8.0 7.0 7.4 9.p 6.1 7 0 9
9 13.8 59.9 54.8 53.9 55.1 47. 603 91|11 54.1 5p.317.0 59.7 91.1
10 2.6 12.3 13.3 145 14.8 16.2 15p 136 14.0 1p.a2.3 14.4 16.2
11 4.5 11.2 12.3 11.2 14.3 13. 13p 1416 112 1p.811.2 13.1 15.8
12 2.3 225 21.3 20.1 21.6 24. 200 2.p 24.8 29.92.2 19.3 247
13 4.0 31.4 29.5 325 32.0 334 31p 3015 31.8 2B.28.2 31.2 33.4
14 1.2 8.3 12.4 9.7 7.2 9.6 7.9 5.4 8. 8pb 5p 8|7 12.4
15 4.5 14.0 13.6 11.2 12.1] 13. 127 48 14.6 13.94.8 12.1 14.0
16 1.9 9.4 8.0 10.2 111 10.4 10.p 8.2 8.p 6|6 6l6 9.2 111
17 0.5 2.1 2.2 29 2.2 1.9 1.9 1.9 2. 2p 1.p 22 2.9
18 4.7 24.0 24.1 30.9 24.8] 27. 2456 3018 2.7 2y.24.0 26.7 30.9
19 0.9 4.0 2.8 3.1 3.2 3.3 3.0) 2.7 5. 3B 2y 35 53
20 25 14.7 15.7 11.9 11.7] 12. 128 1414 13. 18814 13.2 15.7
21 1.9 13.7 11.3 11.9 12.9 14 4 8.] 12(8 13.0 1p2.48.1 12.3 14.4
22 0.4 29 2.7 2.4 2.2 3.4 3.2 2.2 3. 2p 2p 28 3.4

RF1 9.8 15.9 16.4 19.2 21.4 19. 2119 1710 185 91B.15.9 18.8 219
RF2 4.9 13.3 12.0 14.9 11.2 11% 141 1011 13.8 01p. 101 12.9 15.0
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TPC Benchmark H Overview

The TPC BenchmarkTM H (TPC-H) is a Decision Supgmnchmark. It is a suite of business-oriented adho
queries and concurrent modifications. The quenesthe data populating the database have beenrcho$mve
broad industry-wide relevance while maintaininguéfisient degree of ease of implementation. Thiadsemark
illustrates Decision Support systems that:

- Examine large volumes of data
- Execute queries with a high degree of complexity
- Give answers to critical business questions

TPC-H evaluates the performance of various DeciSiopport systems by the execution of sets of gsi@ugainst
a standard database under controlled conditiors THC-H queries:

« Give answers to real-world business questions

« Simulate generated ad-hoc queries

« Are far more complex than most OLTP transactions

« Include a rich breadth of operators and selectistystraints

- Generate intensive activity on the part of the ldase server component of the system under test

- Are executed against a database complying to $p@cipulation and scaling requirements

- Are implemented with constraints derived from stayiclosely synchronized with an on-line production
database

© 2011 Dell Inc. TPC-H FULL DISCLOSURE REPORT 8



0 General ltems

0.1 Benchmark Sponsor
A statement identifying the benchmark sponsor(d)adher participating companies must be provided.

This TPC-H benchmark is sponsored by Dell Inc. Beachmark implementation was developed and engideer
by EXASOL AG.

0.2 Parameter Settings

Settings must be provided for all customer-tungideameters and options which have been changed fhem
defaults found in actual products, including but lmited to:

- Database Tuning Options

« Optimizer/Query execution options

« Query processing tool/language configuration partane

« Recovery/commit options

« Consistency/locking options

« Operating system and configuration parameters

- Configuration parameters and options for any ottsaftware component incorporated into the pricing
structure

« Compiler optimization options

This requirement can be satisfied by providinglalist of all parameters and options, as long dsthose which
have been modified from their default values hasenbclearly identified and these parameters andboptare
only set once.

The Supporting Files Archive contains the systech@atabase parameters used in this benchmark.

0.3 Configuration Diagram

Diagrams of both measured and priced configuratiomsst be provided, accompanied by a descriptiothef
differences. This includes, but is not limited to:

«  Number and type of processors.

- Size of allocated memory, and any specific mapparttioning of memory unique to the test.

«  Number and type of disk units (and controllergpplicable).

« Number of channels or bus connections to disk uimittuding their protocol type.

+ Number of LAN (e.g. Ethernet) Connections, inclgdimouters, workstations, terminals, etc., that were
physically used in the test or are incorporateaittte pricing structure.

« Type and the run-time execution location of sofewatomponents (e.g., DBMS, query processing
tools/languages, middle-ware components, softwereis, etc.).

The System Under Test (SUT), depicted in Figure that was used to obtain the results in this bevack
consists of the following components:

System components
40 Dell PowerEdge R710 servers, each with:
2 CPU (Intel® Xeon X5690, 3.46GHz)
48 GB RAM

2 600 GB SAS 10.000 rpm

1 RAID controller onboard (BBU included)

4 Ethernet Ports

1 Infiniband network adapter
2 Dell PowerConnect 5548 (1Gb Ethernet Switch, 48s)o
1 QLogic 12300-BS40 (40Gb Infiniband Switch, 96 pprts

Network is 1Gb Ethernet and 40Gb Infiniband. Eaelver contains 2 physical disks that are configuaeda
mirrored pair at the controller level (HW RAID 1).

Priced configuration and benchmarked configuratimmidentical.

© 2011 Dell Inc. TPC-H FULL DISCLOSURE REPORT 9



DBMS-Cluster

Rack Servers

Ethernet Switches

Infiniband Switch

Figure 1.1: Benchmarked and priced system confitjoma

© 2011 Dell Inc. TPC-H FULL DISCLOSURE REPORT 10



1 Clause 1: Logical Database Design Related Items

1.1 Database Definition Statements

Listings must be provided for all table definitistatements and all other statements used to sé¢heupest and
qualification databases (8.1.2.1).

The Supporting Files Archive contains the buildmsrthat define the tables and indices for the ‘HP@atabase.

1.2 Physical Organization

The physical organization of tables and indiceghinithe test and qualification databases, mustliselosed. If
the column ordering of any table is different frimat specified in Clause 1.4, it must be noted.

Physical organization requires no user input. Ad tatabase data is placed on the same patrtition.

1.3 Horizontal Partitioning

Horizontal partitioning of tables and rows in thest and qualification databases (see Clause 1.5d3t be
disclosed.

Horizontal partitioning is used. The data is autbioadly distributed on the cluster nodes using ahhalgorithm.
The columns used for the hashing are controlleBDBi;, statements (see Supporting Files Archive).

1.4 Replication
Any replication of physical objects must be disetband must conform to the requirements of Claus&.1

No replication was used.

© 2011 Dell Inc. TPC-H FULL DISCLOSURE REPORT 11



2 Clause 2: Queries and Refresh Functions

2.1 Query Language
The query language used to implement the querias peuidentified.

SQL was the query language uniquely used througthisibenchmark.

2.2 Verifying Method for Random Number Generation

The method of verification for the random numbearegation must be described unless the supplied DB @i
QGEN were used.

TPC supplied versions 2.14.0 of DBGEN and QGEN wsedd in this benchmark.

2.3 Generating Values for Substitution Parameters

The method used to generate values for substitymameters must be disclosed. If QGEN is not disethis
purpose, then the source code of any non-commemmdlused must be disclosed. If QGEN is usedyé¢hsion
number, release number, modification number, artdipkevel of QGEN must be disclosed.

QGEN version 2.14.0 was used to generate the tutisti parameters.

2.4 Query Text and Output Data from Qualification Database

The executable query text used for query validatmrst be disclosed along with the correspondinguutiata
generated during the execution of the query tesireg the qualification database. If minor moditicas (see
Clause 2.2.3) have been applied to any functionadry definition or approved variants in order to taim

executable query text, these modifications mustissosed and justified. The justification for arfi@ular minor

guery modification can apply collectively to allagies for which it has been used. The output datahfe power
and throughput tests must be made available elpittadly upon request.

The Supporting Files Archive contains the qualifima query text and query output. The standard igeewnere
used throughout with the following modifications:

«  Quoting of reserved keyword ,value” (Q11)

«  LIMIT syntax used to restrict the number of outpatvs (Q2,Q3,010,Q18,Q21)

« Used approved variant A of Q15 (Appendix B): ‘witlause’ instead of “create view/drop view”

2.5 Query Substitution Parameters and Seeds Used

The query substitution parameters used for all grenfance tests must be disclosed in tabular foralatg with
the seeds used to generate these parameters.

The Supporting Files Archive contains the seedquraty substitution parameters.

2.6 1solation Level

The isolation level used to run the queries mustilselosed. If the isolation level does not magsely to the
levels defined in Clause 3.4, additional descriptietail must be provided.

The queries and transactions were run with thexiisu level 3.

2.7 Source Code of Refresh Functions

The details of how the refresh functions were imgleted must be disclosed (including source codmypfon-
commercial program used).

The Supporting Files Archive contains the souragecof the refresh functions.
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3 Clause 3: Database System Properties

3.1 ACID Properties

The ACID (Atomicity, Consistency, Isolation, and-&hility) properties of transaction processing |mss must be
supported by the system under test during the tipeetion of this benchmark. Since TPC-H is notantaction
processing benchmark, the ACID properties mustaduated outside the timed portion of the test.

All ACID tests were conducted according to speatiien. The Supporting Files Archive contains tharse code
of the ACID test scripts.

3.2 Atomicity Requirements

The system under test must guarantee that tramsectire atomic; the system will either performiadividual
operations on the data, or will assure that no f@ly completed operations leave any effects ordte.

3.2.1Atomicity of the Completed Transactions

Perform the ACID Transaction for a randomly seldcset of input data and verify that the approprisde/s have
been changed in the ORDERS, LINEITEM, and HIST@GR¥4.

The following steps were performed to verify theraicity of the completed ACID transactions:

1. The total price from the ORDERS table and the edeédmprice from the LINEITEM table were retrieved &
randomly selected order key.

2. One ACID Transaction was performed using the okeégrfrom step 1.

3. The ACID Transaction was committed.

4. The total price from the ORDERS table and the edeenprice from the LINEITEM table were retrieved fo
the same order key.

5. It was verified that the appropriate rows had betanged.

3.2.2Atomicity of Aborted Transactions

Perform the ACID Transaction for a randomly selectet of input data, substituting a ROLLBACK of the
transaction for the COMMIT of the transaction. \fgrihat the appropriate rows have not been changethe
ORDERS, LINEITEM, and HISTORY tables.

The following steps were performed to verify theraicity of the completed ACID transactions:

1. The total price from the ORDERS table and the edeédmprice from the LINEITEM table were retrieved &
randomly selected order key.

2. One ACID Transaction was performed using the okasrfrom step 1. The transaction was stopped poior
the commit.

3. The ACID Transaction was rolled back.

4. The total price from the ORDERS table and the edeenprice from the LINEITEM table were retrieved fo
the same order key.

5. It was verified that the appropriate rows had re#rbchanged.

3.3 Consistency Requirements

Consistency is the property of the application tfegfuires any execution of transactions to taked&mbase from
one consistent state to another. A consistent $tatine TPC-H database is defined to exist when:

O_TOTALPRICE =
SUM(trunc(trunc(L_EXTENDEDPRICE*(1-L_DISCOUNT),2)*( 1+L_TAX),2))
For each ORDER and LINEITEM defined by (O_ORDERKEY = L_ORDERKEY).

3.3.1Consistency Test

Verify that ORDERS and LINEITEM tables are inifaltonsistent, submit the prescribed number of ACID
Transactions with randomly selected input parangtend re-verify the consistency of the ORDERS and
LINEITEM.

The following queries were executed before and dfie durability tests to show that the database al@ays in a
consistent state both initially and after submgtiransactions:
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SELECT *
FROM (
SELECT o_orderkey, o_totalprice — sum(trunc(trunc(| _extendedprice *
(1-I_discount),2)*(1+_t ax),2)) part_res
FROM orders, lineitem
WHERE o_orderkey=I_orderkey
GROUP BY o_orderkey, o_totalprice
) WHERE not part_res=0;

The following steps were performed to verify thesistency of ACID transactions:
1. The consistency of the ORDERS and LINEITEM tables werified.

2. 100 transactions for each of the 15 execution stseaere prepared.

3. The 100 ACID transactions per stream were exedubed 15 execution streams.
4. The consistency of the ORDERS and LINEITEM tables ne-verified.

3.4 Isolation Requirements

Operations of concurrent transactions must yieldults, which are indistinguishable from the resuligich
would be obtained by forcing each transaction tsérally executed to completion in some order.

The steps of the isolation tests were adoptededASOL isolation environment.

3.4.1 Isolation Test 1 — Read-Write Conflict with Commit

Demonstrate isolation for the read-write confliétaoread-write transaction and a read-only transantwhen the
read-write transaction is committed

The following steps were performed to satisfy thst tof isolation for a read-only and a read-writenmitted
transaction:

Start a query and verify that the row was retrieved

Start an update transaction, read and update the sav. Wait before commit.
Start the same query and verify that the row red¢dehas not changed.
Commit the update transaction

Start the same query and verify that the new roretiseved

©CeNoT

3.4.21solation Test 2 — Read-Write Conflict with Rollbadk

Demonstrate isolation for the read-write confli¢teoread-write transaction and a read-only transantwhen the
read-write transaction is rolled back.

The following steps were performed to satisfy test tof isolation for a read-only and a rolled bagéd-write
transaction:

Start a query and verify that the row was retrieved

Start an update transaction, read and update the saw. Wait before commit.
Start the same query and verify that the row reddehas not changed.
Rollback the update transaction

Start the same query and verify that the old raep(4) is retrieved

agrwnRE

3.4.3Isolation Test 3 — Write-Write Conflict with Commit

Demonstrate isolation for the write-write conflicf two update transactions when the first transactis
committed.

The following steps were performed to verify isaatof two update transactions:

1. Start a query and verify that the row was retrieved

2. Start an update transaction, read and update the sawv. Wait before commit.

3. Start another update transaction, read and trptiate the same row and verify that the transadétidarced
to rollback.

4. commit the update transaction

5. Start the same query and verify that the new rometiseved

3.4.41solation Test 4 — Write-Write Conflict with Rollback

Demonstrate isolation for the write-write confliot two update transactions when the first trangactis rolled
back.
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The following steps were performed to verify ismatof two update transactions after the first tnmlled back:

1. Start a query and verify that the row was retrieved

2. Start an update transaction, read and update the sawv. Wait before commit.

3. Start another update transaction, read and trptiate the same row and verify that the transadtidorced
to rollback.

4. Rollback the update transaction

5. Start the same query and verify that the old radep(4) is retrieved.

3.4.5Isolation Test 5 — Concurrent Read and Write Transations on Different Tables

Demonstrate the ability of read and write transans affecting different database tables to makegiess
concurrently.

The following steps were performed to demonstrhgeability of read and write transactions affecttifferent
tables to make progress concurrently:

1. Start a query and verify that the row was retrieved

2. Start an update transaction, read and update the awv. Wait before commit.

3. Start a second transaction that does the following:

Select random values of PS_PARTKEY and PS_SUPPHKIeYurn all columns of the PARTSUPP table for
which PS_PARTKEY and PS_SUPPKEY are equal to thects values.

Verify that the read transaction completes.

Commit the update transaction.

Start the same query and verify that the new roretiseved.

o gk

3.4.6 Isolation Test 6 — Update Transactions during Corhuous Read-Only Query Stream

Demonstrate the continuous submission of arbitrélad-only) queries against one or more tables lué t
database does not indefinitely delay update tratisas affecting those tables from making progress.

The following query was used to ensure sufficieoaition time to perform the test:

SELECT I1.I_quantity,
SUM(I2.]_extendedprice),
SUM(I3.]_extendedprice),
SUM(I3.]_quantity)
FROM lineitem I1, lineitem 12, lineitem I3, lineit em |4, lineitem 15
WHERE I1._shipdate <= DATE ‘1998-12-01' -0
AND I1.I_orderkey = 12.]_orderkey
AND I1.I_linenumber = 12._linenumber
AND I1.I_extendedprice = 13.I_extendedprice
AND I3.]_quantity < 30
AND l4.1_quantity = I1.]_quantity
AND I4.I_orderkey < 150
AND I5.I_receiptdate = I1.]_receiptdate
AND I5.1_partkey <140
GROUP BY I1.I_quantity;
COMMIT;

1. A Transaction, T1, which executed the above quegajirest the qualification database, was startedguain
randomly selected DELTA.

An ACID Transaction, T2, was started for a randosgiected O_KEY, L_KEY and DELTA.

T2 completed and appropriate rows in the ORDERSHAITEM and HISTORY tables had been changed.
T1 was still executing.

Transaction T1 completed executing the query.

arwbd

3.5 Durability Requirements

The tested system must guarantee durability: thiétyabo preserve the effects of committed tranisarst and
insure database consistency after recovery fromagyof the failures listed in Clause 3.5.2.

EXASolution has serializable isolation level witibte level lock concurrency control. The ACID Tracison of
streamO was expanded with 5 seconds delay afterufidate and before commit after it committed 100
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transactions. Since only one update transactionegaoute at any one time, the delay should guarahte the
active update transaction is "in-flight" at the ¢irof the failure.

The following steps were performed for the durapiiest:

The consistency of the ORDERS and LINEITEM tables werified.

400 transactions for each of the 15 executionastsawvere prepared.

After that at least 100 ACID transactions were sitteth from each of the 15 execution streams.

A durability failure was inducted (see details éach failure below).

After restoration of the system the consistencthefORDERS and LINEITEM tables was re-verified.
The durability success files and the HISTORY takéze compared.

oakrwnpE

All durability tests were performed on an 8-nodestér.

3.5.1Permanent Unrecoverable Failure of Any Durable Medim

Guarantee the database and committed updates agepred across a permanent irrecoverable failurarof
single durable medium containing TPC-H databasdesbr recovery log tables.

During the durability test, one disk was removedhe Ttest continued uninterrupted, because of theDRAI
protection (see also section 1.3).

Upon replacement/re-insert of the drive, the diga fvere rebuild to a consistent state by the RédDtroller.

3.5.2System Crash

Guarantee the database and committed updates agsepred across an instantaneous interruption (syste
crash/system hang) in processing which requiresjtstem to reboot to recover.

The system crash and memory failure tests were cmmbTwo system crashs were performed by turnih¢he
power during the durability test: one test for oohe node and the other test for the whole cluster.

When power was restored, in both cases the systédimoted automatically and the database was rastarte
manually.

3.5.3Memory Failure

Guarantee the database and committed updates asepred across failure of all or part of memorysgoof
contents). See the previous section.

The system crash and memory failure tests were tmulas explained in section 3.5.2.

3.5.4Node or Controller Failure
Guarantee the database and committed updates asepred across failure of the controller or the \ehmode.

During that durability test, one server was turnédand both disks were replaced by empty diske mbde was
started again and the database was restarted ryanual

© 2011 Dell Inc. TPC-H FULL DISCLOSURE REPORT 16



4 Clause 4: Scaling and Database Population

4.1 Ending Cardinality of Tables

The cardinality (e.g., the number of rows) of etaihle of the test database, as it existed at thapdetion of the
database load (see clause 4.2.5) must be disclosed.

The following table lists the TPC Benchmark H defintables and the row count for each table as d¢hested
upon completion of the build.

Table Rows
Lineitem 18,000,048,306
Order 4,500,000,000
Partsupp 2,400,000,000
Part 600,000,000
Customer 450,000,000
Supplier 30,000,000
Nation 25
Region 5

4.2 Distribution of Tables and Logs Across Media
The distribution of tables and logs across all naetiust be explicitly described for the tested amcegd systems.

Each server contains 2 physical disks that areigorEd as a mirrored pair at the controller le¥ &\ RAID 1).

The resulting device is divided into 3 partitioddl benchmark- and database-relevant data is storgurtition
Dat a (Tables, Indexes, Temp, Logs, Flat Files).

Partition Size
System 49 GB
Swap 2GB

Data 499 GB

4.3 Mapping of Database Partitions/Replication
The mapping of database partitions/replications nugsexplicitly described.

Horizontal partitioning is used. The data is autboadly distributed on the cluster nodes using ahhalgorithm.
The columns used for the hashing are controlleBDi; statements (see Supporting Files Archive).

The data files are mirrored across the cluster sital@chieve redundancy for the purpose of recowely:

4.4 Implementation of RAID

Implementations may use some form of RAID to ertsigre availability. If used for data, auxiliary sage (e.qg.
indexes) or temporary space, the level of RAID rhastisclosed for each device.

Please refer to chapter 5.2.

4 5 DBGEN Modifications

The version number, release number, modificatiomrer, and patch level of DBGEN must be disclosey. A
modifications to the DBGEN (see Clause 4.2.1) seeade must be disclosed. In the event that a progther
than DBGEN was used to populate the database, st bridisclosed in its entirety.

The supplied DBGEN version 2.14.0 was modified (ges made to a header file) to generate the daabas
population for this benchmark. This header filergfgis included in the supporting files archive.
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4.6 Data Base Load Time
The database load time for the test database (tmés€ 4.3) must be disclosed.

See Numerical Quantities Summary in the ExecutiveiBary.

4.7 Data Storage Ratio

The data storage ratio must be disclosed. It is maed by dividing the total data storage of thecpd
configuration (expressed in GB) by the size chdeeithe test database as defined in 4.1.3.1. Tlie raust be
reported to the nearest 1/100th, rounded up.

Disk Type

GB per disk*

# of disks

Total (GB)**

Internal

600 GB

80

44,703

Scale Factor

Data Storage Ratio

3000

14.90

* Disk manufacturer definition of 1 GB is %Bytes
** |n this calculation 1 GB is defined as%bytes

4.8 Database Load Mechanism Details and Illustration

The details of the database load must be disclosetlyding a block diagram illustrating the overglrocess.
Disclosure of the load procedure includes all steqasipts, input and configuration files requireal completely
reproduce the test and qualification databases.

The database was loaded using data generatiord staréhe flat files all on the tested and pricedfiguration.
DBGEN was used to create the flat files.

The following block diagram describes the procesdito load the database.

Create Database and Tal

v

Distributed Load
from in-line DBGEN

v
| Create Indice |

v

| Analyze Table

v

| Audit Script: |

4.9 Qualification Database Configuration
Any differences between the configuration of thaification database and the test database mustikelosed.

The qualification database used identical scriptsréate and load the data with changes to adjushé database
scale factor.

4.10Memory to Database Size Percentage

The memory to database size percentage must des#idc It is computed by multiplying by 100 thaltot
memory size priced on the SUT (see clause 6.2dL)imding this number by the size chosen for the
test database as defined in Clause 4.1.3.1.

RAM Total Scale Memory to Database
Nodes .
per node | memory factor size percentage
40 48 GB 1920 GB 3,000 64.0%
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5 Clause 5: Performance Metrics and Execution Rules &ated Items

5.1 System Activity between Load and Performance Tests

Any system activity on the SUT that takes placed®mt the conclusion of the load test and the baginaf the
performance test must be fully disclosed.

There is no activity on the SUT between the conalusf the load test and the beginning of the penfnce test.

5.2 Steps in the Power Test

The details of the steps followed to implementpibwer test (e.g., system boot, database restarf) etust be
disclosed.

The following steps were used to implement the pdest:
1. RF1 refresh function from update stream

2. Stream 0 execution from query stream
3. RF2 refresh function from same update stream

5.3 Timing Interval for Each Query and Refresh Functions

The timing intervals (see Clause 5.3.6) for eackrgwf the measured set for both refresh functionst be
reported for the power test.

See Numerical Quantities Summary in the Executivei@ary.

5.4 Number of Streams for the Throughput Test
The number of execution streams used for the thmowigtest must be disclosed.

See Numerical Quantities Summary in the ExecutiveiBary.

5.5 Start and End Date/Time of Each Query Stream
The start time and finish time for each query stmeaust be reported for the throughput test.

See Numerical Quantities Summary in the ExecutiveiBary.

5.6 Total Elapsed Time of the Measurement Interval
The total elapsed time of the measurement intépead Clause 5.3.5) must be reported for the thrpugtest.

See Numerical Quantities Summary in the ExecutiveiBary.

5.7 Refresh Function Start Date/Time and Finish Date/Tne
Start and finish time for each update functionhia update stream must be reported for the througtgsa.

See Numerical Quantities Summary in the Executivei@ary.

5.8 Timing Intervals for Each Query and Each Refresh Function for Each Stream

The timing intervals (see Clause 5.3.6) for eackrgwf each stream and for each refresh functiorstnine
reported for the throughput test.

See Numerical Quantities Summary in the ExecutiveiBary.

5.9 Performance Metrics
The computed performance metric, related numeroahntities and price performance metric must beortul.

See Numerical Quantities Summary in the ExecutiveiBary.
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5.10The Performance Metric and Numerical Quantities fran Both Runs

A description of the method used to determine épeoducibility of the measurement results must dgorted.
This must include the performance metrics (QppH @titH) from reproducibility runs.

Run ID QppH@3000GB QptH@3000GB | QphH@3000GB
Run 1 4,906,506.3 6,460,423.0 5,630,107.1
Run 2 4,866,544.6 6,345,400.6 5,556,993.3

% Difference 0.82 % 1.81 % 1.32%

5.11System Activity between Performance Tests

Any activity on the SUT that takes place betweenctinclusion of Run 1 and the beginning of Run 2trhea
disclosed.

There was no system activity between Run 1 andZRun
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6 Clause 6: SUT and Driver Implementation Related Itens

6.1 Driver

A detailed description of how the driver perforrssfunctions must be supplied, including any relaeurce code
or scripts. This description should allow an indegent reconstruction of the driver.

All stream executions are performed by a scriptEQIGs used to produce query text.

For each power-test run:

1. A shell script is started, executes RF1 and thetsvi@r the query stream to complete.

2. A shell script is started, executes the 22 quénig¢le required order for stream 0 and then sigtwatke shell
script started in step 1.

3. The shell script started in step 1 is releasedexedutes RF2.

For each throughput-test run:

1. The queries as generated by QGEN are submitteldeirotder defined by Clause 5.3.5.4 from the driger
several streams (the number of streams is listélieiNumerical Quantities).

2. In parallel with the queries, pairs of RF1/RF2 executed sequentially in one update stream.

The source code of the used scripts are disclosggkiSupporting Files Archive.

6.2 Implementation Specific Layer (ISL)

If an implementation specific layer is used, thedesailed description of how it performs its funas must be
supplied, including any related source code or msti This description should allow an independent
reconstruction of the implementation-specific layer

The scripts used to implement the ISL are disclasdlde Supporting Files Archive.

6.3 Profile-Directed Optimization
If profile-directed optimization as described inaGbe 5.2.9 is used, such use must be disclosed.

Profile-directed optimization was not used.
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7 Clause 7: Pricing

7.1 Hardware and Software Used in the Priced System

A detailed list of hardware and software used ia finiced system must be reported. Each item mus andor
part number, description, and release/revision leaed either general availability status or comtmdt delivery
date. If package-pricing is used, contents of thekage must be disclosed. Pricing source(s) aretéfe date(s)
of price(s) must also be reported.

A detailed list of hardware and software used eghiced system is included in the pricing sheghaexecutive
summary. All prices are currently effective. Thpdrty price quotations are included in Appendix A.

7.2 Total Three Year Price

The total 3-year price of the entire configurationust be reported including: hardware, software, and
maintenance charges. Separate component pricinggdemmended. The basis of all discounts used naust b
disclosed.

A detailed pricing sheet of all the hardware anfiveare used in this configuration and the 3-yeaintesmance
costs, demonstrating the computation of the totgpé& price of the configuration, is included ire taxecutive
summary at the beginning of this document.

EXASolution is licensed by the amount of main meynalfocated to the database software (DB RAM siZéjs
is independent of the physical RAM per node andnilmaber of nodes. The database data doesn’t nddrttm
the licensed memory, although best performancebeareached in that case. Due to compression, #risbe
achieved with much less DB RAM size than raw die.s

7.3 Availability Date

The committed delivery date for general availapitf products used in the priced calculations niesteported.
When the priced system includes products withrdifteavailability dates, the availability date reped on the
executive summary must be the date by which alpoaents are committed to being available. Thedisitlosure
report must report availability dates individualfgr at least each of the categories for which acimg subtotal
must be provided.

Component Availability Date
Cluster Hardware Now (date of publicatiop)
EXASolution 4.0 October 01, 2011
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8 Clause 8: Full Disclosure

8.1 Supporting Files Index Table

An index for all files and/or directories includedthe Supporting Files Archive as required by Glasl
8.3.2 through 8.3.8 must be provided in the report.

Clause | Description Pathname
OS and DB Parameters SupportingFi | es/ TPCH setti ngs. t xt

1 SupportingFil es/ TPCH sql / creat e_user. sql

DB Creation scripts SupportingFil es/ TPCH sql / creat e_schema. sql
SupportingFil es/ TPCH sql / creat e_i ndi ces. sql

, | Quenyvaiaton text_ | SRR e e T e o o T
Refresh function details| Supporti ngFil es/ TPCH scripts/tpc_h_run_full.sh

3 ACID Test Scripts Supporti ngFi | es/ TPCH ACI D/

ACID Test Results SupportingFil es/ TPCH ACI D_out put/

4 DBGEN Modifications | SupportingFi |l es/ TPCH t pch_ar chi ves/t pch*. patch
Database Load Details | SupportingFil es/ TPCH scripts/load_init.sh
Execution log Supporti ngFi | es/ TPCH resul t/runl/

5 SupportingFil es/ TPCH resul t/run2/

Query validation output| SupportingFil es/ TPCH resul t/val i dati on/

6 Implementation scripts | Supporti ngFi | es/ TPCH scri pts/
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9 Clause 9: Audit Related Items

9.1 Auditor's Report

The auditor's agency name, address, phone numlet, Adtestation letter with a brief audit summanpoet
indicating compliance must be included in the flificlosure report. A statement should be includeeciying
who to contact in order to obtain further inforntiregarding the audit process.

This implementation of the TPC Benchmark H was #adby Francois Raab of InfoSizing, a certified TRC
auditor. Further information regarding the audiigess may be obtained from:

Francois Raab

InfoSizing, Inc.

125 West Monroe Street
Colorado Springs, CO 80907
Phone: (719) 473-7555

Fax: (719) 473-7554

Email: francois@sizing.com

TPC Benchmark H Full Disclosure Report and othdorimation can be downloaded from the Transaction
Processing Performance Council websitenatv.tpc.org
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TRAHSACTION PROCESSIHNG

I N FO " S I Z I N G CER TJ’F,'E;RIL:-:"EC;U?J;DC;R

Benchmark Sponsor: David J. Morse

Primary TPC Representative
Dell

Round Rock, Texas

United States

April 02, 2011

| verified the TPC Benchmark™ H performance offilleowing configuration:

Platform: Dell PowerEdge R710, 40-node Cluster
Database Manager:EXASolution 4.0
Operating System: EXACIuster OS 4.0

The results were:

CPU

(Speed) Memory Disks QphH@3000GB

Dell PowerEdge R71040-node cluster (each node with)

2 X Intel Xeon
X5690 Quad 48GB Main 2 X 600GB SAS 5,556,993.3
(3.46GH2z)

In my opinion, this performance result was produicecbmpliance with the TPC'’s
requirements for the benchmark. The following veaifion items were given special attention:

The database records were defined with the prageut and size

The database population was generated using DBGEN

The database was properly scaled to 3,000GB apdigted accordingly
The compliance of the database auxiliary dateciires was verified
The database load time was correctly measuredegudted

The required ACID properties were verified and me
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TRAHSACTION PROCESSIHNG

INFORYSIZING

* The query input variables were generated by QGEN

* The query text was produced using minor modiitres

» The execution of the queries against the SFlbdaaproduced compliant answers
* A compliant implementation specific layer wasdise drive the tests

» The throughput tests involved 9 query streams

» The ratio between the longest and the shortestyquas such that no query timing was
adjusted

* The execution times for queries and refresh fonstwere correctly measured
and reported

* The repeatability of the measured results wagiedr
* The system pricing was verified for major compatseand maintenance

* The major pages from the FDR were verified faumacy

Additional Audit Notes:
DBGEN version 2.14.0 was modified (changes made tbeader file) to add an
EXASolution option. This change complies with tleguirements for the benchmark. A

description of this change is included in the suppg files provided with the Full
Disclosure Report.

Respectfully Yours,

Francois Raab
President
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Appendix A: Pricing Information

EXASOL AG
Neumeyerstrasse 48
D-90411 Niirnberg
T+49911239910
F+49 911 23991 5241

Dell, Inc.

One Dell Way

Round Rock, TX 78682
United States

EXASUJL

March 21, 2011

| Product Part Number ‘ Price per GB | Quantity Extended Price
EXASolution 4.0 (1GB DB RAM*) EXA-1G $ 1,560 1260 $1,965,600
(EXACluster OS 4.0 included)
Discount (45%) -$884,520
Support 24x7 (4% per year) EXA-SUP $235,872
Total $1,316,952

“license size doesn’t depend on the physical main memory, but the amount of memory allocated to EXASolution

This quote is valid for 60 days.

EXASOL Pricing Contact:
Steffen Weissbarth
sales@exasol.com
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