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basis without any warranty either expressed or implEtke use of this information or the implementatioraoy of

these techniques is a customer's responsibility and depends on the customer's ability to evaluate and integrate them
into the customer's operational environment. While each item has been reviewed by BULL for accuracy in a specific
situation, there is no guarantee that the same or similar results will be obtained elsewhere. Customers attempting to

adapt these techniques to thaivn environment do so at their own risk.

It is possible that this materiaday contain references to, or information about, BULL products (machines and
programs), programming, or services that are not announced in your country. Such references or information must

not be construed to mean that BULL intends to announce such products, programming, or services in your country.

All performance data contained in this publication was obtained in a controlled environment, and therefore the
results whichmay beobtained in other operating environmemigy vary significantly.Users of this document

should verify the applicable date in their specific environment.
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Bull Escala
PL3200R
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Report Date
June 14, 2002

Total System Cost

TPC-C Throughput

Price/Performance

Availability Date

$7 245 205 [403,255.46 tpmC| $17.96/tpmC Nov 22, 2002
Processors Database Manager Operating System Other Software |No. Users
Websphere

Oracle9i Database
Enterprise Edition

Application Server

32 x database ; i
: . Enterprise Edition 324 000
76 x clients Release 2 (9.2.0.1.0) AIXSL V5.2 Vsrslion 3.0I |
for AIX 5L V5.2
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Bull Escala o o
PL3200R
32 x 1300 MHz 136x IBM 7133-D40
Power4 2043 x 9.1GB
w/ 128MB L3 cache 96 x 36j4GB
19 IBM RS/6000 7044-270 per MCM SSA disks
4% 375 MHz Power3-l 256 GB Memory
w/ 4MB L2 Cache 3x18.2 GB SCSI Disk
4 GB Memory, 1 x 18.2GB SCSI
Disk
System Clients Server
Components Quantity Description Quantity Description
32 x 1300 MHz POWER4
Processor 19 \4/\/); 43|\7A5BMSZC|;2\AV:;;IA 1 w/ 128 MB L3 cache per
MCM, 4 MCM in the SUT
Memory 4GB 256 GB
. 1 SCSI-2 (Integrated)
Disk Controllers 1 SCSI-2 (Integrated) 34 SSA Adapters
2043 9.1GB SSA Disk
Disk Drives 1 18.2 GB SCSI each client 92 36.4GB SSA disk
18 .2GB SCSI Disk
Total Storage 16.93 GB each client 19,959.99 GB
Terminals 3 System Console 1 ] System Console




ORACL <

BULL

Escala PL3200R

TPC-C Rev. 5.0

Report Date: June 14, 2002

Unit Extended | 3-year
Description Part Number Brand | Pricing Price |Quantity Price Maint. Price
Server Hardware
ESCALA PL3200R SYSTEM CPXG258-1000 Bull 1 152 070 1 152 070 33984
32X (Max) SCSI-2 Internal CD ROM drive CDRGO016-0000 Bull 1 375 1 375 0
8-WAY POWER4 TURBO PROCESSOR OPTION (JCPUG077-0000 Bull 1 275 000 4 1 100 000 475 776
PROCESSOR KIT from One to Four MCM Processo] CKTG174-0000 Bull 1 14 850 1 14 850 0
1/0 DRAWER 4 EIA (ADDITIONAL) DRWG030-0000 Bull 1 30510 3 91 530 14 443
KIT FIRST ADD'L I/O DRAWER IN FIRST RACK CKTG178-0000 Bull 1 400 1 400 0
KIT FIRST ADD'L I/O DRAWER IN EXP RACK CKTG181-0000 Bull 1 750 1 750 0
KIT SECOND ADD'L I/0 DRAWER IN FIRST RACK]CKTG179-0000 Bull 1 8 750 1 8 750 0
Bulk Power Regulator REFG004-0000 Bull 1 4 000 2 8 000 0
Power Distribution Assembly, 10 DC Power Converte] PSKG007-0000 Bull 1 3500 2 7 000 0
KIT BUS SCSI FOR MEDIA DRAWER CKTG188-0000 Bull 1 970 1 970 0
SLIM LINE REAR DOOR (PRIM&SECOND RACK) JCKTG186-0000 Bull 1 750 2 1500 0
18,2 GB Ultra3 SCSI Disk Drive (1"/10krpm) MSUG186-0000 Bull 1 1500 3 4500 0
ETHERNET 10/100Mb/s PCI ADAPTER DCCG137-0000 Bull 1 275 5 1375 0
128MB LEVEL 3 CACHE, 433MHz CCMG002-0000 Bull 1 25 000 4 100 000 0
32GB MEMORY CARD, INWARD FACING CMMG181-0000 Bull 1 163 840 8 1310 720 0
EXPANSION RACK, 24", 42U RCKG012-0000 Bull 1 8 700 1 8 700 0
HARDWARE MANAGEMENT CONSOLE w/o keybd CSKG006-0000 Bull 1 5435 1 5435 0
QUIET TOUCH KEYBOARD - STEALTH BLACK, UJKBUGO005-000E Bull 1 100 1 100 0
Rack 42U : Black with one PDU RCKG013-0000 Bull 1 5000 14 70 000 14 670
ADDITIONAL POWER DISTRIBUTION UNIT- SING|PSSG028-0000 Bull 1 1 000 41 41 000 0
Integrated Battery Backup, redundant, cables 6200 IBM 1 4 600 4 18 400 0
Advanced SerialRAID Adapter 6230 IBM 1 3000 34 102 000 0
32 MB Fast_Write Cache option card 6235 IBM 1 575 6 3450 0
SSA Disk Subsystem, pwr supply, Drawer cover 7133-D40 IBM 1 15 000 136 2 040 000 600 576
Dummy Drive 8399 IBM 1 30 2 60 0
10K/9.1 GB Advanced Disk Drive Module 8509 IBM 1 2760 2043 5 638 680 0
10K/36.4 GB Advanced Disk Drive Module 8536 IBM 1 5900 96 566 400 0
SSA Cables (8801, 8802) 8801 IBM 1 125 136 17 000 0
Subtotal 11 314 015 1139 449
Server Software
AIX 5.1 (media only) CPXG258-1000 Bull 1 1 0 7363
IBM Websphere Applicaton Server D5ALCLL IBM 1 29 305 32 937 760 173 664
IBM C for AIX V5 CLGGO023-WAOA Bull 1 799 1 799 283
Oracle9i Enterprise Edition Release 2 (9.2.0.1.0) for AIX5.L V5.2 | Oracle 2 527360 1 527 360
Server Support Package: Database Oracle 2 1 6 000
Subtotal | 1465919 187 310}
Client Hardware & Software I
RS/6000 Model 44P-270 w/ CD-ROM 7044-270 IBM 1 4405 19 83 695 31920
18.2 GB 10K RPM Ultra SCSI Enhanced Disk 3110 IBM 1 1260 19 23 940
Memory Expansion Feature 4098 IBM 1 1038 19 19 722
512MB SDRAM DIMM Memory 4120 IBM 1 2048 152 311 296
2-way 375 MHz Power3 , 4MB L2 4362 IBM 1 11000 38 418 000 63 840]
4-port 10/100 Mbps Ethernet adapter 4961 IBM 1 1500 57 85 500
IBM ASCII Terminal, Keyboard w/ 2934,3925 3153-BG3 IBM 1 647 19 12 293 5776
AIX 4. Unlimited Users 5765-C34 IBM 1 50 19 950 57 780}
Subtotal 955 396 159 316
Third Party Hardware
8-port 10/100 Ethernet switch FS108NA Netgear 3 85 4 340 of
Subtotal 340 o]
Discounts| -7 660 623 -315 917]
TOTAL 6 075 047 1170 158]
Notes:
Pricing: 1-Bull 2-Oracle 3-Netgear Three-Year Cost of Ownership:  $7 245 205
tpmC Rating: 403255,46
$/tpmC: 17,96
|Audited by Francois Raab of InfoSizing

prices are not available according to these terms, please inform the TPC at pricing@tpc.org. Thank you.

Prices used in TPC benchmarks reflect the actual prices a customer would pay for a one-time purchase of the stated components. Individually negotiated
di scounts are not permitted. Special prices based on assumptions about past or future purchases are not permitted. All discounts reflects standard
pricing policies for the listed components. For complete details, see the pricing sections of the TPC benchmark specifications.If you find that the stated




Numerical Quantities Summary for the BULL ESCALA PL3200R

MQTH , computed Maximum Qualified Throughput: 403 255.46 tpmC

Response Times (in seconyls 90th % Average Maximum
New Order 1.36 0.70 6.97
Payment 1.29 0.65 6.66
Order-Status 1.32 0.68 5.80
Delivery (interactive ) 0.19 0.10 2.17
Delivery (deferred ) 0.11 0.07 2.70
Stock-Level 1.29 0.65 5.99
Menu 0.00 0.00 2.54
Transaction Mix, in percent of total transactions Percent
New Order 44 .91%
Payment 43.02%
Order-Status 4.02%
Delivery 4.01%
Stock-Level 4.01%
Keying/Think Times (in seconds) Min. Average Max.
New Order 18.00/0.01 18.01/12.02 18.15/120.21
Payment 3.00/0.01 3.01/12.02 3.09/120.21
Order-Status 2.00/0.01 2.01/10.01 2.08/100.10
Delivery 2.00/0.01 2.01/5.02 2.08/50.20
Stock-Level 2.00/0.01 2.01/5.02 2.09/50.20

Test Duration

Ramp-up Time

Measurement interval

Transactions during measurement interval (all types)
Ramp-down time

Checkpointing
Number of checkpoints
Checkpoint interval

TPC Benchmark™ C Full Disclosure Report -Bull Escala PL3200R

41 min 11 sec
2 hours
107,744,315
17 minutes

4
29 min 41 sec
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Abstract

This report documents the full disclosure information required by the TPC BencMr@aBtandard Specification
Revision 5.0 dated February 26, 2001 for measurements on the BECALA PL3200R.

The software used on the BULL ESCALA PL3200R includes AIX 5L VerSi@moperating system, Oracle9i Server
database manager, and Websphere Application Server Enterprise Edition Version 3.0 for AIX transaction manager.

BULL ESCALA PL3200R

Company System Data Base Operating System
Software
Name Name Software
Bull SA BULL ESCALA AIX 5L Version 5.2
PL3200R

Oracle9i Database
Enterprise Edition
Release 2 (9.2.0.1.0) fq
AIX 5L V5.2

Oracle Corporation

=

Total System Cost TPC-C Throughput Price/Performance
* Hardware

Sustained maximum throughput pf
* Software system running TPC-C expressed in  Total system cost/tpmC

3 Years Maintenance transactions per minute

$7 245 205 403,255.46pmC $17.96/tpmC
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Preface

TPC Benchmark C Standard Specification was developed by the Transaction Processing Performance Council (TPC).
It was released on August 13, 1992 and updated with revision 5.0 on February 26, 2001.

This is the full disclosure report for benchmark testing of the BULL ESCALA PL3200R according to the TPC
Benchmark C Standard Specification.

TPC Benchmark C exercises the system components necessary to perform tasks associated with that class of on-line
transaction processing (OLTP) environments emphasizing a mixture of read-only and update intensive transactions. This
is a complex OLTP application environment exercising a breadth of system components associated by such environments
characterized by:

« The simultaneous execution of multiple transaction types that span a breadth of complexity
» On-line and deferred transaction execution modes

» Multiple on-line terminal sessions

« Moderate system and application execution time

» Significant disk input/output

« Transaction integrity (ACID properties)
« Non-uniform distribution of data access through primary and secondary keys
« Data bases consisting of many tables with a wide variety of sizes, attributes, and relationships

« Contention on data access and update

This benchmark defines four on-line transactions and one deferred transaction, intended to emulate functions that are
common to many OLTP applications. However, this benchmark does not reflect the entire range of OLTP requirements.
The extent to which a customer can achieve the results reported by a vendor is highly dependent on how closely TPC-C
approximates the customer application. The relative performance of systems derived from this benchmark does not
necessarily hold for other workloads or environments. Extrapolations to any other environment are not recommended.

Benchmark results are highly dependent upon workload, specific application requirements, and systems design and
implementation. Relative system performance will vary as a result of these and other factors. Therefore, TPC-C should
not be used as a substitute for a specific customer application benchmarks when critical capacity planning and/or product
evaluation decisions are contemplated.

The performance metric reported by TPC-C is a “business throughput” measuring the number of orders processed per
minute. Multiple transactions are used to simulate the business activity of processing an order, and each transaction is
subject to a response time constraint. The performance metric for this benchmark is expressed in
transactions-per-minute-C (tpmC). To be compliant with the TPC-C standard, all references to tpmC results must include
the tpmC rate, the associated price-per-tpmC, and the availability date of the priced configuration.
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1. General Items

1.1 Application Code Disclosure

The application program (as defined in Clause 2.1.7) must be disclosed. This includes, but is not limited to, the code
implementing the five transactions and the terminal input and output functions.

Appendix A contains the application code for the five TPC Benchm@arkansactions. Appendix D contains the
terminal functions and layouts.

1.2 Benchmark Sponsor

A statement identifying the benchmark sponsor(s) and other participating companies must be provided.

This benchmark was sponsorediyll SA andOracle Corporation.

1.3 Parameter Settings

Settings must be provided for all customer-tunable parameters and options which have been changed from the defaults
found in actual products, including but not limited to:

» Data Base tuning options
» Recovery/commit options
» Consistency/locking options

» Operating system and application configuration parameters.

Appendix B contains the system, data base, and application parameters changed from their default values used in these
TPC BenchmarkC tests.

1.4 Configuration Diagrams

Diagrams of both measured and priced configurations must be provided, accompanied by a description of the
differences. This includes, but is not limited to:

» Number and type of processors

- Size of allocated memory, and any specific mapping/partitioning of memory unique to the test
» Number and type of disk units (and controllers, if applicable)

» Number of channels or bus connections to disk units, including the protocol type

» Number of LAN (e.g. Ethernet) connections, including routers, work stations, terminals, etc, that were physically
used in the test or are incorporated into the pricing structure (see Clause 8.1.8)

» Type and run-time execution location of software components (e.g. DBMS, client processes, transaction monitors,
software drivers, etc)
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BULL ESCALA PL3200R Benchmark Configuration
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BULL ESCALA PL3200R Priced Configuration
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2. Clause 1: Logical Data Base Design Related Items

2.1 Table Definitions

Listings must be provided for all table definition statements and all other statements used to setup the data base.

Appendix C contains the table definitions and the database load programs used to build the data base.

2.2 Database Organization

The physical organization of tables and indices, within the data base, must be disclosed.

Physical space was allocated to Oracle9i Server on the server disks according to the details provided in Appendix C. The
size of the space segments on each disk was calculated to provide even distribution of data across the disk subsystem.

2.3 Insert and/or Delete Operations

It must be ascertained that insert and/or delete operations to any of the tables can occur concurrently with the TPC-C
transaction mix. Furthermore, any restriction in the SUT data base implementation that precludes inserts beyond the
limits defined in Clause 1.4.11 must be disclosed. This includes the maximum number of rows that can be inserted and
the maximum key value for these new rows.

There were no restrictions on insert and/or delete operations to any of the tables. The space required for an additional
five percent of the initial table cardinality was allocated to Oracle9i Server and priced as static space.

2.4 Horizontal or Vertical Partitioning

While there are few restrictions placed upon horizontal or vertical partitioning of tables and rows in the TPC-C
benchmark, any such partitioning must be disclosed.

Partitioning was not used for any of the measurement reported in this full disclosure.
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3. Clause 2: Transaction and Terminal Profiles Related Items

3.1 Verification for the Random Number Generator

The method of verification for the random number generation must be disclosed.

The srandom(), getpid() and gettimeofday() functions are used to produce unique random seeds for each driver. The
drivers use these seeds to seed the srand(), srandom() and srand48() functions. Random numbers are produced using
wrappers around the standard system random number generators.

The negative exponential distribution uses the following function to generate the distribution. This function has the
property of producing a negative exponential curve with a specified average and a maximum value 4 times the average.

const double RANDOM_4_Z =0.89837799236185
const double RANDOM_4_K = 0.97249842407114

double neg_exp_4(double average {
return - average * (1/RANDOM_4_Z *log (1 - RANDOM_4_K * drand48())));

}

The random functions used by the driver system and the data base generation program were verified. The C_LAST
column was queried to verify the random values produced by the database generation program. After a measurement, the
HISTORY, ORDER, and ORDER_LINE tables were queried to verify the randomness of values generated by the driver.
The rows were counted and grouped by customer and item numbers.

Here is an example of one SQL query used to verify the random number generation functions:

- create table TEMP (W_ID int, D_ID, C_LAST char(16), CNTR int);

« insert into TEMP select C W_ID, C_D_ID, C_LAST, COUNT(*) from CUSTOMER group by C_W_ID,
C_D_ID, C_LAST;

« select CNTR, COUNT(*) from TEMP group by CNTR order by 1;

3.2 Input/Output Screens

The actual layouts of the terminal input/output screens must be disclosed.

The screen layouts corresponds exactly to the layout corresponding in clauses 2.4.3, 2.5.3, 2.6.3, 2.7.3 and 2.8.3 of the
TPC-C specifications.

3.3 Priced Terminal Features

The method used to verify that the emulated terminals provide all the features described in Clause 2.2.2.4 must be
explained. Although not specifically priced, the type and model of the terminals used for the demonstration in 8.1.3.3
must be disclosed and commercially available (including supporting software and maintenance).

The emulated workstations, IBM RS/6000 Model 44P-170, are commercially available and support all of the
requirements in Clause 2.2.2.4.
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3.4 Presentation Managers
Any usage of presentation managers or intelligent terminals must be explained.
The RS/6000 Model 44P-170 workstations did not involve screen presentations, message bundling or local storage of

TPC-C rows. All screen processing was handled by the client system. All data manipulation was handled by the server
system.

3.5 Home and Remote Order-lines

The percentage of home and remote order-lines in the New-Order transactions must be disclosed.

Table 3-1 show the percentage of home and remote transactions that occurred during the measurement period for the
New-Order transactions.

3.6 New-Order Rollback Transactions

The percentage of New-Order transactions that were rolled back as a result of an illegal item number must be disclosed.

Table 3-1 show the percentage of New-Order transactions that were rolled back due to an illegal item being entered.

3.7 Number of Items per Order

The number of items per order entered by New-Order transactions must be disclosed.

Table 3-1 show the average number of items ordered per New-Order transaction.

3.8 Home and Remote Payment Transactions

The percentage of home and remote Payment transactions must be disclosed.

Table 3-1 show the percentage of home and remote transactions that occurred during the measurement period for the
Payment transactions.

3.9 Non-Primary Key Transactions

The percentage of Payment and Order-Status transactions that used non-primary key (C_LAST) access to the data base
must be disclosed.

Table 3-1 show the percentage of non-primary key accesses to the data base by the Payment and Order-Status
transactions.
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3.10 Skipped Delivery Transactions

The percentage of Delivery transactions that were skipped as a result of an insufficient number of rows in the
NEW-ORDER table must be disclosed.

Table 3-1 show the percentage of Delivery transactions missed due to a shortage of supply of rows in the NEW-ORDER
table.

3.11 Mix of Transaction Types

The mix (i.e. percentages) of transaction types seen by the SUT must be disclosed.

Table 3-1 show the mix percentage for each of the transaction types executed by the SUT.

3.12 Queueing Mechanism of Delivery

The queuing mechanism used to defer execution of the Delivery transaction must be disclosed.

The Delivery transaction was submitted using an RPC call to an IBM Websphere Application Server Enterprise Edition
Version 3.0, Encina interface transaction manager (TM). Websphere returns an immediate response to the calling

program and schedules the work to be performed. This allows the Delivery transaction to be submitted, obtain an
interactive response and queue the actual data base transaction for deferred execution. Please see the application code in
Appendix A for details.
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Table 3-1 Numerical Quantities for Transaction and Terminal Profiles

New Order BULL ESCALA PL3200R
Percentage of Home order lines 99.0%
Percentage of Remote order lines 1.00%
Percentage of Rolled Back Transactions 1.00%
Average Number of Items per order 10
Payment
Percentage of Home transactions 85.02%
Percentage of Remote transactions 14.98%
Non-Primary Key Access
Percentage of Payment using C_LAST 60.00%
Percentage of Order-Status using C_LAST 59.97%
Delivery
Delivery transactions skipped 0
Transaction Mix
New-Order 44.91%
Payment 43.02%
Order-Status 4.02%
Delivery 4.01%
Stock-Level 4.01%
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4. Clause 3: Transaction and System Properties

The results of the ACID test must be disclosed along with a description of how the ACID requirements were met.

All ACID tests were conducted according to specification.

4.1 Atomicity Requirements

The system under test must guarantee that data base transactions are atomic; the system will either perform all
individual operations on the data, or will assure that no partially-completed operations leave any effects on the data.

4.1.1 Atomicity of Completed Transaction

Perform the Payment transaction for a randomly selected warehouse, district, and customer (by customer number) and
verify that the records in the CUSTOMER, DISTRICT, and WAREHOUSE tables have been changed appropriately.

The following steps were performed to verify the Atomicity of completed transactions.

1. The balance was retrieved from the CUSTOMER table for a random Customer, District and Warehouse giving
BALANCE_1.

2. The Payment transaction was executed for the Customer, District and Warehouse used in step 1.

3. The balance was retrieved again for the Customer used in step 1 and step 2 giving BALANCE_2. It was
verified that BALANCE_1 was greater than BALANCE_2 by AMT.

4.1.2 Atomicity of Aborted Transactions

Perform the Payment transaction for a randomly selected warehouse, district, and customer (by customer number) and
substitute a ROLLBACK of the transaction for the COMMIT of the transaction. Verify that the records in the
CUSTOMER, DISTRICT, and WAREHOUSE tables have NOT been changed.

The following steps were performed to verify the Atomicity of the aborted Payment transaction:

1. The Payment application code was changed to execute a rollback of the transaction instead of performing the
commit.

2. Using the balance, BALANCE_2, from the CUSTOMER table retrieved for the completed transaction, the
Payment transaction was executed for the Customer, District, and Warehouse used in step 1 of the section 4.1.1,
using a payment amount (AMT) of 410.00. The transaction rolled back due to the change in the application
code from step 1.

3. The balance was retrieved again for the Customer used for step 2 giving BALANCE_3. It was verified that
BALANCE_2 was equal to BALANCE_3.

4.2 Consistency Requirements

Consistency is the property of the application that requires any execution of a data base transaction to take the data
base from one consistent state to another, assuming that the data base is initially in a consistent state.

Verify that the data base is initially consistent by verifying that it meets the consistency conditions defined in Clauses
3.3.2.1to 3.3.2.4. Describe the steps used to do this in sufficient detail so that the steps are independently repeatable.

4.2.1 Consistency Condition 1
Entries in the WAREHOUSE and DISTRICT tables must satisfy the relationship:

+ W_YTD = sum(D_YTD)
for each warehouse defined by (W_ID = D_W _ID)
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4.2.2 Consistency Condition 2
Entries in the DISTRICT, ORDER, and NEW-ORDER tables must satisfy the relationship:

«D_NEXT_O_ID -1 =max(0O_ID) = max(NO_O_ID)

for each district defined by (D_W_ID=0_W_ID =NO_W _ID)and (D_ID =0O_D_ID =NO_D_ID). This condition
does not apply to the NEW-ORDER table for any districts which have no outstanding new orders.

4.2.3 Consistency Condition 3

Entries in the New-Order table must satisfy the relationship:

+« max(NO_O _ID) - min(NO_O_ID) + 1 = [number of rows in the New-Order table for this district]

for each district defined by NO_W_ID and NO_D_ID. This condition does not apply to any districts which have no
outstanding new orders.

4.2.4 Consistency Condition 4
Entries in the ORDER and ORDER-LINE tables must satisfy the relationship:

« sum(O_OL_CNT) = [number of rows in the ORDER-LINE table for this district]
for each district defined by (O_W_ID =OL_W_ID) and (O_D_ID =OL_D_ID).

4.2.5 Consistency Tests

Verify that the data base is initially consistent by verifying that it meets the consistency conditions defined in Clauses
3.3.2.1to 3.3.2.4. Describe the steps used to do this in sufficient detail so that the steps are independently repeatable.

The consistency conditions defined in 4.2.1 through 4.2.4 were tested using a shell script to issue queries to the database.
All queries showed that the data base was in a consistent state.

After executing transactions at full load for approximately sixty minutes the shell script was executed again. All queries
show that the database was still in a consistent state.

4.3 Isolation Requirements

Operations of concurrent data base transactions must yield results which are indistinguishable from the results which
would be obtained by forcing each transaction to be serially executed to completion in some order.

4.3.1 Isolation Test 1

This test demonstrates isolation for read-write conflicts of Order-Status and New-Order transactions.

1. An Order status transaction TO was executed for a randomly selected customer, and the order returned
was as recorded. Transaction TO was committed.

2. A new-order transaction T1 was started for the same customer used in TO. T1 was stopped immediately
prior to commit.

3. An order-status transaction T2 was started for the same customer used in T1. Transaction T2
completed and was committed without being blocked by T1. T2 returned the same order that TO had
returned.

4. T1 completed and was committed.

5. An order-status transaction T3 was started for the same customer used in T1. T3 returned the order
inserted by T1.
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This result demonstrates serialization of T2 before T1. It has equivalent validity to the outcome specified in the Standard
which supposes T1 to be serialized before T2.

4.3.2 Isolation Test 2

This test demonstrates isolation for read-write conflicts of Order-Status and New-Order transactions when the
New-Order transaction is rolled back.

The following steps were performed to satisfy the test of isolation for Order-Status and a rolled back New-Order
transactions:

1. An Order status transaction TO was executed for a randomly selected customer, and the order returned was
recorded. Transaction TO was committed.

2. A new-order transaction T1 with an invalid item was started for the same customer used in TO. Transaction T1
was stopped prior to rollback.

3. An order-status transaction T2 was started for the same customer used in T1. T2 completed and was committed
without being blocked by T1. Transaction T2 returned the same order that TO had returned.

4. T1 was rollback.

5. An order-status transaction T3 was started for the same customer used in T1. T3 returned the same order that
TO returned.

4.3.3 Isolation Test 3

This test demonstrates isolation for write-write conflicts of two New-Order transactions.

The following steps were performed to verify isolation of two New-Order transactions:

1. The D_NEXT_O_ID of a randomly selected district was retrieved.

2. A new-order transaction T1 was started for a randomly selected customer within the district used in stepl. T1
was stopped immediately prior to commit.

3. Another new-order transaction was started for the same customer used in T1. Transaction T2 waited.
4. T1 completed. T2 completed and was committed.

5. The order number returned by T1 was the same as the D_NEXT_O_ID retrieved in step 1. The order number
returned by T2 was one greater that the order number returned by T1.

6. The D_NEXT_O_ID of the same district was retrieved again. It had been incremented by two (it was one
greater that the order number returned by T2).

4.3.4 Isolation Test 4

This test demonstrates isolation for write-write conflicts of two New-Order transactions when one transaction is rolled
back.

The following steps were performed to verify the isolation of two New-Order transactions after one is rolled back:

1. The D_NEXT_O_ID of a randomly selected district was retrieved.

2. A new-order transaction T1 with an invalid item was started for a randomly selected customer with the district
used in stepl. T1 was stopped immediately prior to rollback.

3. Another new-order transaction was started for the same customer used in T1. T2 waited.
4. T1 was allowed to rollback. T2 completed and was committed.
5. The order number returned by T2 was the same as the D_NEXT_O_ID retrieved in step 1.

6. The D_NEXT_O_ID of the same district was retrieved again. It had been incremented by one (it was one greater
that the order number returned by T2).
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4.3.5 Isolation Test 5

This test demonstrates isolation for write-write conflicts of Payment and Delivery transactions.

The following steps were performed to successfully conduct this test:

1. A query was executed to find out the customer who would be updated by the next delivery transaction for a
randomly selected warehouse and district.

2. The C_BALANCE of the customer found in step 1 is retrieved.

3. A delivery transaction T1 was started for the same warehouse used in step 1. T1 was stopped immediately prior
to the commit of the database transaction corresponding to the district used in step 1.

4. A payment transaction T2 was started for the same customer found in step 1. T2 waited.
5. T1 was allowed to complete. T2 completed and was committed.

6. The C_BALANCE of the customer found in step 1 was retrieved again. The C_BALANCE reflected the results
of both T1 and T2.

4.3.6 Isolation Test 6

This test demonstrates isolation for write-write conflicts of Payment and Delivery transactions when the Delivery
transaction is rolled back.

The following steps were performed to successfully conduct this test:

1. A query was executed to find out the customer who would be updated by the next delivery transaction for a
randomly selected warehouse and district.

2. The C_BALANCE of the customer found in step 1 is retrieved

3. Adelivery transaction T1 was started for the same warehouse used in step 1. T1 was stopped immediately
prior to the rollback of the database transaction corresponding to the district used in step 1.

4. A payment transaction T2 was started for the same customer found in step 1. Transaction T2 waited.
5. T1 was allowed to rollback. T2 completed and was committed.

6. The C_BALANCE of the customer found in step 1 was retrieved again. The C_BALANCE reflected the
results of only Transaction T2.

4.3.7 Isolation Test 7

This test demonstrates repeatable reads for the New-Order transaction while an interactive transaction updates the price
of an item.

The following steps were performed to successfully conduct this test:

1. The |_PRICE of two randomly selected items were retrieved.

2. A new-order transaction T2 with a group of items X and Y was started. T2 was stopped immediately, after
retrieving the prices of all items. The prices of items X and Y retrieved matched those values retrieved in step 1.

3. A transaction T3 was started to increase the price of items X and Y by 10%.
4. T3 did not stall and no transaction was rolled back. T3 was committed.

5. T2 was resumed, and the prices of all items were retrieved again within T2. The prices of items X and Y
matched those retrieved in step 1.

6. T2 was committed.

7. The prices of items X and Y were retrieved again. The values matched the values set by T3.

4.3.8 Isolation Test 8
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This test demonstrates isolation for phantom protection between a Delivery and a New-Order transaction.

The following steps were performed to successfully conduct this test:

1. The NO_D_ID of all new order rows for a randomly selected warehouse and district was changed. The changes
were committed.

2. A delivery transaction T1 was started for the selected customer.

3. T1 was stopped immediately after reading the new order table for the selected warehouse and district . No
qualifying rows were found.

4. A new order transaction T2 was started for the same warehouse and district. T2 completed and was committed
without being blocked by T1.

5. T1 was resumed and the new order table was read again. No qualifying row was found.
6. T1 completed and was committed.

7. The NO_D_ID of all new order rows for the selected warehouse and district was restored to the original value.
The changes were committed.

4.3.9 Isolation Test 9

This test demonstrates isolation for phantom protection between an Order-Status and a New-Order transaction.

The following steps were performed to successfully conduct this test:
1. An order status transaction T1 was started for a randomly selected customer.

2. T1 was stopped immediately after reading the order table for the selected customer The most recent order for
that customer was found.

3. A new order transaction T2 was started for the same customer. T2 completed and was committed without being
blocked by T1.

4. T1 was resumed and the order table was read again to determine the most recent order for the same customer.
The order found was the same as the one found in step 2.

5. T1 completed and was committed.

4.4 Durability Requirements

The tested system must guarantee durability: the ability to preserve the effects of committed transactions and insure
data base consistency after recovery from any one of the failures listed in Clause 3.5.3

4.4.1 Permanent Unrecoverable Failure of any Single Durable Medium

Permanent irrecoverable failure of any single durable medium containing TPC-C data base tables or recovery log data.
Failure of Durable Medium containing recovery log data and Instantaneous Interruption and Memory Failure.

This test was conducted on a fully scaled database. The following steps were performed successfully.

1. The current count of the total number of orders was determined by the sum of D_NEXT_O_ID of all rows in the
DISTRICT table giving SUM_1.

2. A test was started and allowed to run for twelve minutes.

3. One of the disks containing the transaction log data was powered off. Since the log was on a raid disk, Oracle9i
continued to process the transactions successfully.

4. The test continued for another 1 1/2 minutes.

5. The system was immediately shut down by switching the Emergency Power Off , thereby removing system
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6.
7.
8.

9.

power.
The disk from step 3 was powered back on.
The system was powered back on and rebooted.

Step 1 is performed returning the value for SUM_2. It was verified that SUM_2 was equal to SUM_1 plus the
completed New_Order transactions recorded by the RTE and that no entries existed for rolled-back transactions.

Consistency condition 3 was verified.

Failure of Durable Medium containing TPC-C data base tables.

The following steps were successfully performed to pass the Durability test of failure of a disk unit with data base tables:

1.

N

N o o~ W

The contents of a disk containing a TPCC table was backed up by copying it to another disk.

. The current count of the total number of orders was determined by the sum of D_NEXT_O_ID of all rows in the

DISTRICT table giving SUM_1.

. A scaled-down test was started and allowed to run until steady state.

. The disk containing the TPCC table was powered off.

. The run was stopped.

. The disk from step 4 was powered back on and was restored from the backup copy in step 1.

. Oracle9i was restarted and its transaction log was used to roll forward through the transactions that had

completed since the run had started.

. Step 2 was performed returning SUM_2. It was verified that SUM_2 was equal to SUM_1 plus the completed

New_Order transactions recorded by the RTE and that no entries existed for rolled-back transactions.

. Consistency condition 3 was verified.

Failure of Durable Fast Write Cache on SSA Adapter for Redo Logs

The following steps were successfully performed to pass the Durability test for failure of a durable medium that contains
transient redo log transactions:

1.

The SSA adapter for the Redo logs contains a cache that is powered by an onboard battery which will retain its
contents if the adapter fails, or system power goes off. This test was performed in two parts:

A) failure of the adapter/system power

B) failure of the onboard battery

. Test (A) was performed with the power-off test of the log above. After the system was powered off, the cache

was removed from its current adapter and re-inserted into the system before rebooting.

. Data on the cache was recovered successfully by meeting the requirements listed in the power-off test of the logs

above.

. Test (B). The current count of the total number of orders was determined by the sum of D_NEXT_O_ID of all

rows in the DISTRICT table, giving SUM_1.

. Test (B) was conducted by inducing a battery failure during a test run. Once the system had reached steady

state, the battery was failed using a toggle switch. The system recorded the failure, flushed out its vram contents
and quit using the cache. Error notices were posted into the system error log.

. The run continued without the cache.

. Step 4 was performed returning SUM_2. It was verified that SUM_2 was equal to SUM_1 plus the completed

New_Order transactions recorded by the RTE and that no entries existed for rolled-back transactions.

. Consistency condition 3 was verified..
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5. Clause 4: Scaling and Data Base Population Related Items

5.1 Cardinality of Tables

The cardinality (e.g., the number of rows) of each table, as it existed at the start of the benchmark run, must be

disclosed.

Table 5-1 portrays the TPC Benchmafk defined tables and the number of rows for each table as they were built
initially. While 34,000 warehouses were built only 32,400 were used during the tests. The unused warehouses were

deleted.

Table Name Number of Rows
Warehouse 32 400
District 340 000
Customer 1 020 000 000
History 1 020 000 000
Order 1 020 000 000
New Order 306 000 000
Order Line 10 200 000 000
Stock 3400 000 000
Item 100 000

5.2 Distribution of Tables and Logs

The distribution of tables and logs across all media must be explicitly depicted for the tested and priced systems.

The following table depicts the data base configuration of the system tested.

Table 5-2. BULL ESCALA PL3200R Data Distribution Benchmark Configuration
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SSA HDISKS LV'S DISK
SIZE

ssal 10,14 ,15,19,28 ,53,63 ,65,84 ,85 Ivstkl lvstk99 Ivstk197 Ivstk295 Ivstk393 18GB

ssal 100,17 ,40 ,43 ,51 ,59 ,66 ,68,75,81 Ivstk47 Ivstk145 Ivstk243 Ivstk341 Ivstk439 18GB

ssal 11,23 ,24 ,26 ,31 ,35,37 ,9,90 ,98 Ivstk93 Ivstk191 Ivstk289 Ivstk387 Ivstk485 18GB

ssal 12,27 ,39 ,41 ,44 ,46 ,62,77,91 ,95 Ivstk70 Ivstk168 Ivstk266 Ivstk364 Ivstk462 18GB

ssa0 13,18 ,22 ,47 ,54,71 ,78 ,83 ,92 ,97 IvordI150 Ivordi164 IvordI178 Ivordl192 IvordI206 18GB
IvordI220 Ivordl234 IvordI248 IvordI262 IvordI276
IvordI10 Ivordi24

ssal 16,25 ,49 ,50 ,61 ,67 ,80,86 Ivhist2 Ivhist3 Ivhist16 18GB

ssal 20,32 ,34 ,36 ,58 ,88 ,89 ,99 Ivcust18 Ivcust71 Ivcustl24 Ivcust177 Ivcust230 lvcust2838GB
Ivcust336 Ivcust389 Ivcust442 Ivcust495 Ivtempl8

ssal 27,39 ,41 ,44 46 ,62 ,77 ,91 ,95 Ivstk70 Ivstk168 Ivstk266 Ivstk364 Ivstk462 18GB

ssa0 29 Ivhist2 Ivhist3 Ivhist16 Ivitems1l 18GB

ssal 30 Ivhist11 Ivord8 Ivhist18 18GB

ssal 33,45 ,48 ,55 ,56 ,60,64,72,79 ,8 Ivstk24 Ivstk122 Ivstk220 Ivstk318 Ivstk416 18GB

ssa0 38,42 ,52 ,57 ,69,70,73,74 ,93 ,96 Ivcust4l Ivcust94 Ivcustl147 lveust200 Ivcust253 lveust3068GB
Iveust359 Ivcust412 lvcust465 Iveust518 Iviemp4l

ssa0 7 Ivcust18 Ivcust71 Ivcustl124 lveust177 Iveust230 lvcust2838GB
Iveust336 Ivcust389 Ivcust442 Iveust495 Iviempl8

ssa0 76 Ivhist2 Ivhist3 Ivitems1 Ivhist16 18GB

ssal 108,115,128 ,155,196 Ivcust42 Ivcust95 Ivcustl148 Ivcust201 Ivcust254 lveust30I8GB
Iveust360 lvcust413 Ivcust466 Ivcust519 Ivtemp42

ssal 109,133,138,140,160 Ivstk94 Ivstk192 Ivstk290 Ivstk388 Ivstk486 18GB

ssal 111,125,162 ,167 ,183 Ivord4 Ivordl154 Ivordl168 Ivordl182 Ivordi196 Ivordi210( 18GB
Ivordi224 IvordI238 IvordI252 IvordI266 Ivordi280
Ivordi14

ssal 116,139,157 ,159,182 Ivstk25 Ivstk123 Ivstk221 Ivstk319 Ivstk417 18GB

ssal 118,119,124 ,179,181 Ivstk2 Ivstk100 Ivstk198 Ivstk296 Ivstk394 18GB

ssal 122,123,156 ,165,168 ,1976 Ilvnord?2 Ivord15 Ivhistl 18GB

ssal 130,158,163 ,193 ,195 Ivstk48 Ivstk146 Ivstk244 lvstk342 Ivstk440 18GB

ssal 134,135,148 ,161 ,184 Ivstk71 Ivstk169 Ivstk267 Ivstk365 Ivstk463 18GB

ssal 145,153,166 ,194 ,197 Ivcust19 Ivcust72 Ivcustl25 Ivcustl78 Ivcust231 lveust2848GB
Iveust337 lvcust390 Ivcust443 Ivcust496 Ivtemp19

ssa2 198,203,210 ,227 ,240 ,255 ,261 ,262 ,282 ,28% Ivilord10 lvilord3 Ivi2ord28 Ivi2ord41 lvi2ord10 18GB

ssa2 199,202 ,211 ,226 ,237 ,245 ,246 ,247 ,252 ,290 Ivstk5 Ivstk103 Ivstk201 Ivstk299 Ivstk397 18GB

ssa2 200,204 ,205,216 ,221 ,225 ,269 ,271 ,277 ,291 Ivcust45 Ivcust98 Ivcustl51 lvcust204 Ivcust257 lvcust3108GB
Iveust363 Ivcust416 lvcust469 Iveust522 Ivtemp45

ssa2 201,208,213 ,222 ,238 ,253 ,260 ,272 ,274 ,289 Ivcust22 Ivcust75 Ivcust128 lvcust181 Ivcust234 lvcust2818GB
Iveust340 Ivcust393 Ivcust446 Iveust499 Ivtemp22

ssa2 206 ,207 ,209 ,218 ,228 ,235 ,248 ,256 ,268 ,293 Ivstk97 Ivstk195 Ivstk293 Ivstk391 Ivstk489 18GB

ssa2 212,214,219 ,231 ,234 ,243 ,257 ,258 ,264 ,276 lvstk74 lvstk172 lvstk270 Ivstk368 Ivstk466 18GB

ssa2 215,236,239 ,242 ,267 ,270 ,275 ,278 ,283 ,287 Ivstk28 Ivstk126 lvstk224 Ivstk322 Ivstk420 18GB

ssa2 217,241,249 ,250 ,263 ,266 ,279 ,281 ,284 ,286 Ivrolll Ivroll5 Ivroll9 Ivroll13 18GB

ssa2 220,224,229 ,230 ,251 ,265 ,273,280 ,288 ,292 Ivstk51 Ivstk149 lvstk247 Ivstk345 Ivstk443 18GB

ssa3 1793 ,310,311 ,337 ,342 ,344 ,360 ,362 ,374 ,3859vstk95 Ivstk193 Ivstk291 Ivstk389 lvstk487 18GB

ssa3 2257 ,303 ,313,324 ,341 ,352,358 ,364 ,365 ,388 Ivstk26 Ivstk124 lvstk222 Ivstk320 Ivstk418 18GB

ssa3 294 ,304 ,315,318 ,349 ,351 ,366 ,370,380 ,386 Ivhist1l Ivord8 Ivhist18 18GB

,887

ssa3 295,299 ,346 ,347 ,359 ,367 ,372,376 ,378 ,384| Ivstk72 Ivstk170 Ivstk268 Ivstk366 Ivstk464 18GB

ssa3 296,301 ,309,312 ,317 ,321,339,353,363 ,373 Ivcust43 Ivcust96 Ivcustl149 lvcust202 Ivcust255 lvcust3088GB
Iveust361 Ivcust414 lvcust467 Iveust520 Ivtemp43

ssa3 297,302 ,305,306 ,331,333,335,348 ,375 ,377 Ivord12 Ivordl166 Ivordl180 Ivordi194 Ivordi208 Ivordi222 18GB
IvordI236 IvordI250 Ivordl264 Ivordl278 Ivordl12 IvordI26

ssa3 298,319,322 ,325,327 ,336,338 ,357 ,382 ,383| Ivstk3 lvstk101 Ivstk199 Ivstk297 Ivstk395 18GB

ssa3 300,307 ,330,350 ,354 ,355 ,356 ,368 ,387 Ivcust20 Ivcust73 Ivcustl126 Ivcustl79 Ivcust232 lveust28%38GB
Iveust338 lvcust391 Ivcust444 lvcust497 Ivtemp20

ssa3 308,314,316 ,320 ,323 ,328 ,340 ,343 ,345 ,371 Ivstk49 lvstk147 lvstk245 Ivstk343 Ivstk441 18GB

ssad 389,391,397 ,402 ,410 ,420 ,466 ,471 ,481,484| Ivhist9 Ivordl153 Ivordl167 Ivordl181 Ivordl195 Ivordi209| 18GB
IvordI223 IvordI237 IvordI251 IvordI265 IvordI279
IvordI13

ssad 390,399,403 ,407 ,409 ,419 ,432 ,438 ,439 ,479 Ivhist10 Ivhist19 18GB

ssad 393,394,396 ,405 ,412 ,424 ,451 ,465 ,474 ,47% Ivcustd4 Ivcust97 Ivcustl50 Ivcust203 Ivcust256 lveust3028GB
Iveust362 Ivcust415 Ivcust468 Ivcust521 Ivtemp44

ssad 395,401 ,418 ,428 ,435 ,437 ,440 ,443 ,478 ,482 Ivcust21 Ivcust74 Ivcust127 Ivcustl180 Ivcust233 lvcust2868GB
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Ivcust339 lvcust392 Ivcust445 Ivcust498 Ivtemp21
ssad 398,404 ,413 ,417 ,421 ,459 ,462 ,469 ,473 ,476 Ivstk4 lvstk102 Ivstk200 Ivstk298 Ivstk396 18GB
ssad 400 ,423 ,426 ,427 ,430 ,441 ,444 447 ,455 468 lvstk96 lvstk194 Ivstk292 Ivstk390 Ivstk488 18GB
ssad 406 ,408 ,414 433 ,436 ,446 ,454 470 ,477 ,480 Ivstk50 lvstk148 Ivstk246 lvstk344 Ivstk442 18GB
ssad 411 ,416 ,422 ,431 ,445 ,448 ,450 ,452 ,458 ,463 Ivstk27 lvstk125 lvstk223 Ivstk321 Ivstk419 18GB
ssad 429 ,434 449 453 ,456 ,460 ,461 ,464 ,467 ,AT2vstk73 lvstk171 Ivstk269 Ivstk367 Ivstk465 18GB
ssab 489 ,491 ,493 ,499 ,501 ,502 ,505 ,511 ,551 ,576 Ivhist20 IvordI152 Ivordi165 Ivordli179 IvordI193 18GB
Ivordl207 Ivordl221 IvordI235 Ivordi249 Ivordl263
IlvordI277 Ivordi11
ssab 492 Ivstk66 Ivstk164 Ivstk262 Ivstk360 Ivstk458 18GB
ssab 495 ,516 ,536 ,537 ,571 Ivstk89 Ivstk187 Ivstk285 Ivstk383 Ivstk481 18GB
ssab 496 ,500 ,515 ,544 ,575 Ivcustl4 Ivcust67 Ivcustl120 Ivcust173 Ivcust226 lvcust2728GB
Iveust332 lvcust385 Ivcust438 Ivcust491 Ivtempl4
ssab 497 ,514 ,531 ,540 ,549 Iveust37 Ivcust90 Ivcustl143 lvcust196 Ivcust249 lvcust3028GB
Ivcust355 Ivcust408 Ivcust461 Ivcust514 Ivtemp37
ssab 503,517 ,522 ,527 ,557 Ivware3 Ivhist6 Ivhist12 Ilvordl 18GB
ssab 504 ,512 ,550 ,577 ,578 Ivstk20 lvstk118 Ivstk216 Ivstk314 Ivstk412 18GB
ssab 507 ,519 ,547 ,573 ,574 Ivstk43 Ivstk141 Ivstk239 Ivstk337 Ivstk435 18GB
ssab 532,533,538 ,552 Ivstk66 Ivstk164 Ivstk262 Ivstk360 Ivstk458 18GB
ssab 581,596 ,601 ,602 ,622 ,623 ,627 ,632 ,658 ,662 Ivcustll Ivcust64 Ivcustl17 lvcust170 Ivcust223 lvcust2768GB
Iveust329 Ivcust382 Ivcust435 Iveust488 Iviempll
ssab 582,587 ,600 ,619 ,625 ,629 ,634 ,637 ,655 ,66[L Ivstk63 Ivstk161 Ivstk259 Ivstk357 Ivstk455 18GB
ssab 583,584 ,621 ,631 ,648 ,652 ,656 ,657 ,663 ,667 Ivstk40 Ivstk138 Ivstk236 Ivstk334 Ivstk432 18GB
ssab 585,592,603 ,604 ,605 ,606 ,610 ,626 ,633 ,660 Ivcust34 Ivcust87 Ivcustl140 Ivcust193 Ivcust246 lvcust2998GB
Ivcust352 Ivcust405 Ivcust458 Ivcust511 Iviemp34
ssab 586 ,591 ,599 ,608 ,609 ,612 ,615 ,617 ,618 ,630 Ivord7 Ivordl157 Ivordl171 IvordI185 Ivordl199 Ivordi213| 18GB
,649 ,650 ,670 ,671 ,672 Ivordl227 IvordI241 IvordI255 IvordI269 IvordI3 IvordI17
ssab 588,616 ,635 ,636 ,638 ,639 ,643 ,664 ,665 ,67bIvstk17 Ivstk115 Ivstk213 Ivstk311 Ivstk409 18GB
ssab 589,613,640 ,642 ,654 Ivhist9 Ivordl153 Ivordl167 Ivordi181 Ivordl195 Ivordi209| 18GB
IvordI223 IvordI237 Ivordi251 IvordI265 Ivordi279
Ivordi13
ssab 590,611,620 ,641 ,645 ,653 ,659 ,668,673 ,676| Ivilord2 Ivi2ord27 Ivi2ord40 Ivi2ord9 18GB
ssab 594 ,595 ,597 ,598 ,614 ,628 ,646 ,647 ,651 ,660 Ivstk86 Ivstk184 Ivstk282 Ivstk380 Ivstk478 18GB
ssa’7 677,690,699 ,701 ,705,713 ,716 ,717 ,735 ,753 Ivcust48 Ivcust101 lvcustl154 lvcust207 Ivcust260 18GB
Ivcust313 Ivcust366 Ivcust419 lvcust472 lvcust525
Ilvtemp48
ssa’ 678,691,692 ,693 ,698 ,703 ,730,733,739 ,75[1 Ivilord13 Ivilord6 Ivi2ord31 Ivi2ord44 Ivi2ord13 18GB
ssa’7 679 ,682 ,685 ,686 ,700,704 ,712 ,725 ,763 ,77[LIvstk77 Ivstk175 Ivstk273 Ivstk371 Ivstk469 18GB
ssa’7 680,681,696 ,710 ,714 ,723 ,727 ,741 ,746 ,754 lvstk31 Ivstk129 lvstk227 Ivstk325 Ivstk423 18GB
ssa’7 683,684 ,687 ,688 ,689 ,736 ,764 ,765 ,767 ,768 Ivcust2 Ivcust55 Ivcust108 Ivcustl161 Ivcust214 Ivcust26718GB
Iveust320 Ivcust373 Ivcust426 Ivcust479 lvtemp?2
ssa’7 694,708 ,711 ,718 ,722 ,728 ,731,732,738 ,755| Ivroll4 Ivroll8 Ivroll12 Ivroll16 18GB
ssa’7 697,709,719 ,720,721,740,743 ,750 ,752 ,757 | Ivstk8 lvstk106 Ivstk204 Ivstk302 Ivstk400 18GB
ssa’7 702,707 ,742 747 ,748 ,749 ,759 ,762 ,769 ,770 Ivstk54 lvstk152 lvstk250 Ivstk348 Ivstk446 18GB
ssa7 715,724 ;734,737 ,744 ,745 ,756 ,758 ,761 ,77RIvcust25 Ivcust78 Ivcustl131 lvcust184 Ivcust237 lvcust2908GB
Iveust343 Ivcust396 Ivcust449 Iveust502 Ivtemp25
ssa8 983, 2269 log(RAID5) 2x218.7GB
ssa9 774 , 1051 log(RAID5) 2x218.7GB
ssall 783,798 ,799 ,801 ,816 ,829 ,837 ,855,871 ,873| Ivstk68 Ivstk166 Ivstk264 Ivstk362 Ivstk460 18GB
ssall 784 ,789 ,807 ,811 ,819 ,823 ,827,839,846 ,870| Ivstk22 Ivstk120 Ivstk218 Ivstk316 Ivstk414 18GB
ssall 785,794 ,800 ,802 ,810,813 ,814 ,820 ,821 ,836 Ivstk45 lvstk143 lvstk241 Ivstk339 Ivstk437 18GB
ssall 787 ,804 ,812 ,833 ,838 ,848 ,854 ,858 ,863 ,86(4 Ivstk91 Ivstk189 Ivstk287 Ivstk385 Ivstk483 18GB
ssal0 790,809 ,817 ,830,831 ,850 ,865 ,874 ,875 Ivcust39 Ivcust92 Ivcust145 Iveust198 Ivcust251 lveust3048GB
Ilvcust357 Ivcust410 lvcust463 Ivcust516 Iviemp39
ssall 796,797 ,805 ,808 ,840 ,861 ,862 ,866 ,867 ,872 Ivware5 Ivhist4 lvnord4 Ivhist14 18GB
ssall 806,815,818 ,832 ,834 ,847 ,851 ,856 ,860 ,8609 Ivordl148 Ivordl162 IvordI176 Ivordl190 Ivordi204 18GB
IvordI218 IvordI232 Ivordl246 IvordI260 Ivordi274 IvordIg
IvordI22
ssall 822,825,826 ,828 ,841 ,852 ,853 ,857 ,859 ,868 Ivcustl6 Ivcust69 Ivcustl22 lvcustl75 Ivcust228 lvcust2818GB
Ivcust334 Ivcust387 Ivcust440 Iveust493 Ivtempl6
ssall 876,903 ,904,921 ,933,935,936 ,943 ,951 ,959 | Ivstk90 Ivstk188 Ivstk286 Ivstk384 Ivstk482 18GB
ssall 878,879,880 ,883 ,897 ,929 ,954 ,955 ,966 ,967 Ivstk44 lvstk142 lvstk240 Ivstk338 Ivstk436 18GB
ssall 881,882,906 ,912 ,918 ,949 ,950,952 ,956 ,970 lvware4 Ivhist5 lvnord3 Ivhist13 Ivord11 18GB
ssall 884,892,893 ,895 ,902,923 ,927 ,932 ,940 ,964| Ivstk67 Ivstk165 Ivstk263 Ivstk361 Ivstk459 18GB
ssall 885,891,901 ,908 ,930,931 ,934 ,939 ,969 ,971 Ivcustl5 Ivcust68 Ivcustl21l Ilvcust174 Ivcust227 lvcust2808GB
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Ivcust333 Ivcust386 Ivcust439 Ivcust492 Ivtempl5
ssall 887,888,890 ,894 ,898 ,913 ,917 ,920 ,925 ,928 Ivhist17 Ivordi147 Ivordi161 IvordI175 Ivordl189 18GB
,938 ,944 ,945 958 ,968 Ivordl203 IvordI217 Ivordi231 Ivordl245 Ivordi259
IvordI273 IvordI7
ssall 896 ,900 ,905 ,907 ,909 ,911 ,914 ,916 ,924 ,960 Ivcust38 Ivcust91 Ivcustl44 Ivcust197 Ivcust250 lveust3038GB
Ivcust356 Ivcust409 lvcust462 Ivcust515 Iviemp38
ssall 910,915,922 ,937 ,941,94 ,947 ,962 ,963 ,965 | Ivstk21 lvstk119 Ivstk217 Ivstk315 Ivstk413 18GB
ssall 919,926 ,953,957 Ivord12 Ivordl166 Ivordi180 Ivordi194 IvordI208 Ivordi222 18GB
IvordI236 IvordI250 Ivordl264 Ivordl278 Ivordl12 Ivordi26
ssal2 1000,1002 ,1010,1011 ,1012,1013 ,1015 ,102% Ivstk75 Ivstk173 Ivstk271 Ivstk369 lvstk467 18GB
,1030 ,974
ssal2 1001 ,1003,1021 ,1029,1042,1043,1048 Ivstk98 Ivstk196 Ivstk294 Ivstk392 Ivstk490 18GB
,1062,973 ,978
ssal2 1005,1028 ,1033 ,1035,1039 ,1053 ,986 ,991 ,99Mstk29 Ivstk127 Ivstk225 Ivstk323 Ivstk421 18GB
,997
ssal2 1006 ,1008 ,1027 ,1049 ,1052 ,1067,979 ,981 ,988/stk6 Ivstk104 Ivstk202 Ivstk300 lvstk398 18GB
,989
ssal2 1007 ,1026 ,1034 ,1040 ,1041 ,1044 ,972 ,980 | Ivstk52 Ivstk150 Ivstk248 Ivstk346 Ivstk444 18GB
,984 992
ssal2 1014 ,1016,1018 ,1054 ,1055,1056 ,1061 ,985 | Ivcust23 Ivcust76 Ivcust129 lvcust182 lvcust235 lvcust28&88GB
,990 ,998 Ivcust341 lvcust394 lvcust447 Iveust500 Iviemp23
ssal2 1017 ,1019,1022 ,1038 ,1183 ,2047 ,976 ,977 ,98%ilord11 Ivilord4 Ivi2ord29 Ivi2ord42 lvi2ord11 18GB
,993
ssal2 1024 ,1031 ,1045,1047 ,1050 ,1057 ,1065 ,1820Q Ivroll2 Ivroll6 Ivroll10 Ivrolll4 18GB
,2052 ,975
ssal2 1032 ,1036 ,1037 ,1064 ,1066 ,2255 ,773 ,987 ,998cust46 lvcust99 lvcust152 Ivcust205 Ivcust258 Ilvcust3118GB
,996 Ivcust364 Ivcust417 Ivcust470 Iveust523 Ivtemp46
ssal3 1068 ,1070,1071,1105,1112 ,1125,1129,1138 Ivcust26 Ivcust79 lvcust132 Ivcust185 Ivcust238 Ilvcust2918GB
,1139 ,1155 Ivcust344 Ivcust397 Ivcust450 Iveust503 Ivtemp26
ssal3 1069 ,1085,1087 ,1090,1110,1111 ,1117 ,1118 Ivstk32 Ivstk130 Ivstk228 Ivstk326 Ivstk424 18GB
,1131,1135
ssal3 1072 ,1083,1091,1100,1109,1113,1115,1127 Ivstk55 Ivstk153 Ivstk251 Ivstk349 lvstk447 18GB
,1126,1130
ssal3 1073,1078 ,1082 ,1098 ,1123 ,1136 ,1137 ,1146 Ivilord14 lvilord7 Ivi2ord32 lvi2ordl Ivi2ord14 18GB
,1147 ,1162
ssal3 1074 ,1080,1099,1102 ,1103 ,1132 ,1133 ,1140 Ivstk78 Ivstk176 Ivstk274 Ivstk372 Ivstk4d70 18GB
,1145 ,1153
ssal3 1076 ,1077 ,1084 ,1101 ,1114 ,1127 ,1143 ,1154 Ivilcustl lvilcust4 Ivilcust7 Ivilcust1O Ivi2cust3 18GB
,1156 ,1158 Ivi2cust6 Ivi2cust9 Ivi2custl12 Ivi2custl5 Ivi2cust18
ssal3 1079 ,1092 ,1097 ,1104 ,1107 ,1108 ,1116 ,1120 Ivcust3 Ivcust56 Ivcust109 Ivcust162 lvcust215 lvcust26818GB
,1142 ,1149 Ivcust321 Ivcust374 Ivcust427 Ivcust480 Ivtemp3
ssal3 1081 ,1086 ,1088 ,1124 ,1141 ,1148 ,1150 ,1150 Ivstk9 Ivstk107 Ivstk205 Ivstk303 Ivstk401 18GB
,1160,1161
ssal3 1089 ,1093,1095,1096 ,1106 ,1119,1122 ,1128 Ivcust49 Ivcust102 Ivcust155 lvcust208 Ivcust261 18GB
,1144 1157 Iveust314 lvcust367 Ivcust420 Ivcust473 Ivcust526
Ilvtemp49
ssal4d 1004 ,1165,1179,1191 ,1220,1221 ,1223 ,1240 Ivcustl Ivcust54 Ivcust107 Ivcust1l60 Ivcust213 lvcust26618GB
,1244 ,1249 Iveust319 Ivcust372 Ivcust425 Ivcust478 Ivtempl
ssal4d 1023 ,1169,1171,1172 ,1196 ,1212 ,1228 ,1237 lvstk7 Ivstk105 Ivstk203 Ivstk301 lvstk399 18GB
,1242 ,1251
ssal4d 1164 ,1168 ,1176,1187 ,1189,1190,1202 ,1210 Ivilord12 lvilord5 Ivi2ord30 Ivi2ord43 Ivi2ord12 18GB
,1217 ,1229 ,1418
ssal4d 1166 ,1167 ,1199,1203 ,1224 ,1225 ,1239 ,1243 Ivstk53 Ivstk151 Ivstk249 Ivstk347 Ivstk445 18GB
,1253 ,1254
ssal4d 1170,1182,1186,1200,1204 ,1208 ,1211 ,1234 Ivstk76 Ivstk174 Ivstk272 Ivstk370 Ivstk468 18GB
, 1241 ,1256 ,1256
ssal4d 1173,1209,1255 lvsystem1 Ivroll3 Ivroll7 Ivroll11 Ivroll15 18GB
ssal4d 1174 ,1188,1201,1219,1233,1245 ,1246 ,1248 Ivcust24 Ivcust77 lvcust130 Ivcust183 Ivcust236 lvcust2898GB
,1257 ,775 Ivcust342 Ivcust395 Ivcust448 Iveust501 Ivtemp24
ssal4d 1175,1185,1205,1227 ,1231,1238 ,1258 Ivroll3 Ivroll7 Ivroll11 Ivroll15 lvsystem1 18GB
ssal4d 1177 ,1178 ,1184 ,1192 ,1193,1194 ,1214 ,1218 Ivcust47 Ivcust100 lvcust153 Ivcust206 lvcust259 18GB
, 1226 ,1236 Ivcust312 Ivcust365 Ivcust418 lvcust471 lvcust524
Ivtemp47
ssal4d 1180,1195,1197 ,1198 ,1216 ,1247 ,1250 ,1252 Ivstk30 Ivstk128 Ivstk226 Ivstk324 Ivstk422 18GB
,1259 ,2051
ssals 1260,1287,1288 ,1299 ,1311 ,1315,1317 ,1318 Ivcust6 Ivcust59 Ivcust112 Ivcust165 lvcust218 lvcust27118GB
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,1322 ,1324 Iveust324 Ivcust377 lvcust430 Ivcust483 Ivtemp6
ssalb 1261 ,1274 ,1278,1281 ,1305 ,1307 ,1312 ,1325| Ivstk58 Ivstk156 Ivstk254 Ivstk352 Ivstk450 18GB
,1328 ,2256
ssals 1263 ,1277 ,1282 ,1283 ,1294 ,1308 ,1320 ,1349 Ivcust29 lvcust82 lvcust135 Ivcust188 Ivcust241 lvcust2948GB
,1350,1351 Iveust347 Ivcust400 lvcust453 Iveust506 Iviemp29
ssalb 1264 ,1265 ,1266 ,1295,1300,1314 ,1316 Ivstk12 Ivstk110 Ivstk208 Ivstk306 Ivstk404 18GB
,1332,1338 ,1345
ssalb 1267 ,1268 ,1269 ,1290 ,1296 ,1298 ,1331 ,1333 Ivistkl lvistk2 Ivistk3 lvistk4 Ivtools 18GB
,1336,1343
ssalb 1270,1273,1301,1303,1313,1330,1342 ,1346 Ivilord17 Ivi2ord22 Ivi2ord35 lvi2ord17 Ivi2ord4 18GB
,1347 ,1353
ssalbs 1271 ,1284 ,1285,1286 ,1289 ,1306 ,1309 ,1310 Ivstk81 Ivstk179 Ivstk277 Ivstk375 Ivstk473 18GB
,1321,1323
ssals 1272 ,1276 ,1276 ,1279 ,1280 ,1292 ,1293 ,1302 Ivcust52 Ivcust105 Ivcust158 Ivcust211 lvcust264 18GB
,1304 ,1339 Iveust317 Ivcust370 Ivcust423 Ivcust476 lvcust529
Ilvtemp52
ssalb 1275 ,1297 ,1327 ,1329,1334 ,1340,1341 Ivstk35 Ivstk133 Ivstk231 Ivstk329 Ivstk427 18GB
,1344,1348 ,1352
ssal6 1355,1363,1368 ,1400,1402 ,1404,1413 ,1417 | Ivstk36 Ivstk134 Ivstk232 Ivstk330 lvstk428 18GB
,1437 ,1440
ssal6 1356 ,1362 ,1396 ,1403 ,1406 ,1407 ,1416 ,1426 Ivcust53 Ivcust106 lvcust159 Ivcust212 lvcust265 18GB
, 1442 ,1449 Ivcust318 Ivcust371 Ivcust424 lveust477 lveust530
Ilvtemp53
ssal6 1357 ,1360,1371 ,1375,1389,1390,1398 ,1409 Ivcust30 Ivcust83 Ivcust136 lvcust189 lvcust242 lvcust29328GB
,1410 ,1422 Ivcust348 Ivcust401 Ivcust454 Iveust507 Iviemp30
ssal6 1358 ,1372,1374 ,1378 ,1380,1382 ,1384 ,1387 Ivcust7 Ivcust60 Ivcust113 Ivcust1l66 Ivcust219 lvcust27218GB
,1408 ,1448 Iveust325 Ivcust378 Ivcust431 Ivcust484 lvtemp?
ssal6 1361 ,1370,1373,1376 ,1383 ,1399 ,1412 ,1414 Ivstk82 Ivstk180 Ivstk278 Ivstk376 Ivstk474 18GB
,1415 ,1428
ssal6 1364 ,1369 ,1385,1393 ,1395,1401 ,1421 ,1432 Ivilord18 Ivi2ord23 Ivi2ord36 lvi2ord5 Ivi2ord18 18GB
,1441 ,1447
ssal6 1365 ,1366 ,1419 ,1420 ,1423 ,1430,1435 ,1439| Ivstk13 Ivstk111 Ivstk209 Ivstk307 Ivstk405 18GB
,1443 ,1450
ssal6 1379,1386 ,1392 ,1405 ,1411 ,1427,1434 ,1436| Ivstk59 Ivstk157 Ivstk255 Ivstk353 Ivstk451 18GB
, 1444 1446 ,1446
ssal7 1451 ,1461 ,1464 ,1465 ,1481 ,1506 ,1511 ,1522 Ivilord15 lvilord8 Ivi2ord33 lvi2ord2 Ivi2ord15 18GB
,1523,1540
ssal?7 1452 ,1470 ,1472 ,1479 ,1489,1490 Ivstk79 Ivstk177 Ivstk275 Ivstk373 Ivstk471 18GB
,1498,1513,1520,1543
ssal7 1453 ,1454 ,1467 ,1478 ,1492 ,1496 ,1497 ,150[7 Ivstk56 Ivstk154 Ivstk252 Ivstk350 Ivstk448 18GB
,1525
ssal?7 1455 ,1458 ,1494 ,1499 ,1512,1526 ,1531 ,1538| Ivstk33 Ivstk131 Ivstk229 Ivstk327 Ivstk425 18GB
,1542 ,1546
ssal?7 1456 ,1457 ,1460 ,1486 ,1487 ,1517 ,1518 ,1519 Ivstk10 Ivstk108 Ivstk206 lvstk304 Ivstk402 18GB
,1521 ,1541
ssal7 1459 ,1468 ,1477 ,1509 ,1524 ,1530,1534 ,153[7 Ivilcust2 Ivilcust5 lvilcust8 Ivi2custl Ivi2cust4 lvi2cust 18GB
,1539 Ivi2cust10 Ivi2cust13 Ivi2custl6 Ivi2cust19
ssal7 1462 ,1474 ,1475 ,1495 ,1500 ,1504 ,1508 ,1529 Ivcust50 Ivcust103 Ivcust156 Ivcust209 Ivcust262 18GB
,1535 ,1545 Ivcust315 Ivcust368 Ivcust421 Ivcustd74 lvcust527
Ilvtemp50
ssal7 1463 ,1469 ,1476 ,1484 ,1485 ,1503 ,1510,151% Ivcust27 Ivcust80 Ivcust133 lvcust186 lvcust239 lvcust2928GB
,1528 ,1532 Ivcust345 Ivcust398 Ivcust451 Iveust504 Iviemp27
ssal7 1471 ,1473,1480,1483 ,1493 ,1501 ,1502 ,1527 Ivcust4 Ivcust57 Ivcust110 Ivcust163 lvcust216 lvcust26918GB
,1533 ,1544 Ilvcust322 Ivcust375 Ivcust428 Ivcust481 lvtemp4
ssal8 776 , 777 log(RAID5) 2x218.7GB
ssal9 778 ,1235 log(RAID5) 2x218.7GB
ssa20 1548 ,1575,1587 ,1589 ,1590 ,1597 ,1612 ,1633 Ivcust5 Ivcust58 Ivcustlll Ivcust164 lvcust217 lvcust27018GB
,1637 ,1643 Iveust323 lvcust376 Ivcust429 Ivcust482 Ivtemp5
ssa20 1549 ,1558 ,1571 ,1573 ,1583 ,1586 ,1638 ,1640 Ivstk11 Ivstk109 Ivstk207 lvstk305 Ivstk403 18GB
, 1641 ,1642
ssa20 1550 ,1551 ,1555,1563 ,1579 ,1588 ,1591 ,1594 Ivcust28 Ivcust81 Ivcust134 Ivcust187 Ivcust240 lvcust2938GB
,1615 ,1621 Ivcust346 Ivcust399 Ivecust452 Iveust505 Ivtemp28
ssa20 1552 ,1570,1580,1598 ,1611 ,1625 ,1626 ,1628 Ivstk80 Ivstk178 Ivstk276 Ivstk374 Ivstk472 18GB
,1629 ,1636
ssa20 1553 ,1557 ,1562 ,1566 ,1567 ,1576 ,1617,1630| Ivstk34 Ivstk132 Ivstk230 Ivstk328 Ivstk426 18GB
,1634 ,1635
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ssa20 | 1556 ,1565,1568 ,1600 ,1620,1622 ,1623 ,1627 Ivilcust3 lvilcust6 lvilcust9 lvi2cust2 Ivi2cust5 Ivi2cust® 18GB
,1631,1632 Ivi2cust11 Ivi2cust14 Ivi2custl? Ivi2cust20
ssa20 | 1559 ,1560,1564 ,1592 ,1593,1599 ,1602,1608| Ivstk57 Ivstk155 Ivstk253 Ivstk351 Ivstk449 18GB
,1609,1610
ssa20 | 1561 ,1569 ,1572 ,1584 ,1596 ,1601 ,1607 ,1618 Ivilord16 Ivilord9 Ivi2ord34 Ivi2ord3 Ivi2ord16 18GB
,1619 ,1639
ssa20 | 1574 ,1577 ,1582 ,1585 ,1603 ,1605 ,1613 ,1614 Ivcust51 Ivcust104 lvcust157 Ivcust210 lvcust263 18GB
,1616 ,1624 Iveust316 Ivcust369 Ivcust422 Ivcust475 lvcust528
Ivtemp51
ssa2l 1644 ,1651 ,1681 ,1690 ,1700 ,1702 ,1718 ,1726 Ivilordl Ivi2ord26 Ivi2ord39 Ivi2ord8 Ivi2ord21 18GB
,1728 ,1734
ssa2l | 1646,1671,1673,1676,1682 ,1684 ,1693 ,1704 Ivstk85 Ivstk183 Ivstk281 Ivstk379 Ivstk477 18GB
,1719 ,1723
ssa2l | 1647 ,1686,1689 ,1692 ,1712 ,1729,1730,1731 Ivstk16 lvstk114 lvstk212 Ivstk310 Ivstk408 18GB
,1732,1733
ssa2l | 1649,1650,1653,1655,1658 ,1679,1688 ,1708 Ivstk39 Ivstk137 Ivstk235 Ivstk333 Ivstk431 18GB
,1714 ,1715
ssa2l | 1654 ,1663,1667 ,1691 ,1694 ,1696 ,1710,1717 Ivcust33 Ivcust86 Ivcust139 lvcust192 Ivcust245 lvcust2988GB
,1722 ,1739 Ivcust351 lvcust404 lvcust457 Iveust510 Ivtemp33
ssa2l | 1656 ,1668 ,1674 ,1675,1683,1698 ,1698 ,1703 Ivcust10 Ivcust63 Ivcust116 lvcustl69 Ivcust222 lvcust2738GB
,1705,1707 ,1721 Ivcust328 Ivcust381 Ivcust434 Ivcust487 Ivtempl0
ssa2l | 1657 ,1662,1666 ,1670,1677 ,1678 ,1685 ,1687 Ivordl142 IvordI156 IvordI170 Ivordi184 Ivordi198 18GB
,1695 ,1697 ,1699,1701,1706 ,1711 ,1727 ,1648vordI212 Ivordl226 IvordI240 IvordI254 IvordI268 Ivordi2
,1648 ,1652 ,1735 ,1736,1738 Ivord|16
ssa2l | 1659,1660,1661 ,1664 ,1669 ,1672,1680 ,1720 lvstk62 Ivstk160 Ivstk258 Ivstk356 Ivstk454 18GB
,1724 ,1725
ssa22 | 1740,1741 ,1744 ,1749 ,1767 ,1770,1771 ,1776| Ivilord19 Ivi2ord24 Ivi2ord37 Ivi2ord6 Ivi2ord19 18GB
,1789,1817
ssa22 | 1742 ,1743,1753,1754 ,1768 ,1769 ,1773 ,1783 Ivstk14 lvstk112 Ivstk210 Ivstk308 Ivstk406 18GB
,1784 ,1795
ssa22 | 1745,1748,1751,1785,1790,1794 ,1807 ,1812 Ivcust8 Ivcust61l Ivcustl14 lvcust167 lvcust220 Ivcust27318GB
,1831 ,2254 Iveust326 Ivcust379 Ivcust432 Ivcust485 lvtemp8
ssa22 | 1746 ,1747 ,1755 ,1772 ,1775 ,1777 ,1806 ,1833 Ivistk5 Ivistk6 Ivistk7 Ivistk8 Ivistk9 Ivistk10 18GB
,1835,2086 ,2137
ssa22 | 1750,1759,1761,1764 ,1765 ,1787,1801 Ivstk60 Ivstk158 Ivstk256 Ivstk354 Ivstk452 18GB
,1803,1826 ,1830
ssa22 | 1752 ,1757 ,1758 ,1779,1782 ,1791,1797 ,1810| Ivstk37 lvstk135 Ivstk233 Ivstk331 Ivstk429 18GB
,1832,369
ssa22 | 1760,1762,1786,1792,1809 ,1813,1819,1822 Ivord7_n Ivordi146 Ivordl160 Ivordi174 Ivord|188 18GB
,1823 ,2271 Ivord202 Ivordi216 Ivordi230 Ivordi244 Ivordl258
IvordI272 IvordI6
ssa22 | 1766,1798,1800,1802,1805 ,1814 ,1821 ,182¢4 Ivstk83 Ivstk181 Ivstk279 Ivstk377 Ivstk475 18GB
,1827,1829
ssa22 | 1774,1780,1781,1799,1804 ,1811,1815,1818 Ivcust31 Ivcust84 lvcust137 lvcust190 Ivcust243 lvcust2968GB
,1825,1828 Iveust349 Ivcust402 lvcust455 Iveust508 Iviemp31l
ssa23 | 1836,1839,1851,1859,1862 ,1866 ,1888 ,1891 Ivstk15 lvstk113 Ivstk211 Ivstk309 Ivstk407 18GB
,1903,1924
ssa23 | 1837,1842,1847 ,1854,1880,1892 ,1904 ,1908 Ivcust32 lvcust85 Ivcust138 lvcust191 Ivcust244 lvcust2918GB
,1914 ,1922 Iveust350 Ivcust403 Ivcust456 Iveust509 Iviemp32
ssa23 | 1838,1863,1864 ,1870,1874 ,1879,1896 ,1919 Ivcust9 lvcust62 Ivcust115 Ivcust168 lvcust221 Ivcust271418GB
,1920,1927 Iveust327 lvcust380 Ivcust433 Ivcust486 lvtemp9
ssa23 | 1840,1841,1844 ,1852,1858 ,1867 ,1875,1876 Ivord14 IvordI155 Ivordi169 Ivordl183 Ivordi197 Ivordi21]l 18GB
,1884 ,1895,1907 ,1909,1912 ,1917 ,1923 IvordI225 Ivordi239 Ivordi253 Ivordi267 IvordI1 Ivordl15
ssa23 | 1845,1868,1873,1887 ,1899 ,1901,1906 ,1916 Ivstk61 lvstk159 Ivstk257 Ivstk355 Ivstk453 18GB
,1926,1928
ssa23 | 1846,1855,1872,1877 ,1883,1893,1894 ,1900 Ivstk38 Ivstk136 Ivstk234 Ivstk332 Ivstk430 18GB
,1911,1913
ssa23 | 1849,1853,1861,1865,1871,1878,1889 ,1905 Ivilord20 Ivi2ord25 Ivi2ord38 Ivi2ord7 Ilvi2ord20 18GB
,1910,1921
ssa23 | 1850,1860,1881,1885,1915,1918,1925,1929 Ivstk84 Ivstk182 Ivstk280 Ivstk378 Ivstk476 18GB
,1930,1931
ssa23 1856 ,1857 ,1890 ,1897 ,1902 Ivord4 Ivordi154 IvordI168 Ivordl182 Ivordi196 Ivordi210| 18GB
Ivordi224 IvordI238 Ivordi252 IvordI266 Ivordli280
Ivordl14
ssa24 | 1935,1959,1973,197,1994 Ivstk92 Ivstk190 Ivstk288 Ivstk386 Ivstk484 18GB
ssa24 | 1938,1945,1946 ,1971 ,1972 Ivcust17 Ivcust70 Ivcust123 Ivcust176 Ivcust229 lvcust2828GB
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Ivcust335 Ivcust388 Ivcust441 lvcust494 Ivtempl?7
ssa24 ,1951,1981 ,1996 ,2007 ,2020 Ivstk69 Ivstk167 Ivstk265 Ivstk363 Ivstk461 18GB
ssa24 ,1958 ,1966 ,1975,1998 ,2004 Ivstk23 Ivstk121 Ivstk219 Ivstk317 Ivstk415 18GB
ssa24 ,1974 ,1997 ,2005 ,2023 ,2027 ,1963 ,1965 ,198p Ivcust40 Ivcust93 Ivcust146 Ivcust199 Ivcust252 Ivcust3028GB
,1984 ,2002 Ivcust358 Ivcust41l lvcust464 Iveust517 Iviemp40
ssa24 ,1976 ,1999 ,2008 ,2012,2014 Ivord10 IvordI163 IvordI177 Ivordi191 IvordI205 Ivordi219 18GB
Ivordl233 Ivordl247 Ivordl261 Ivordl275 IvordI9 IvordI23
ssa24 1987 ,1992 ,2000 ,2024 ,2025 Ivstk46 Ivstk144 Ivstk242 Ivstk340 Ivstk438 18GB
ssa24 1989 ,2013,2018 ,2021 ,2026 Ivware6 Ivhist15 Ivord13 18GB
ssa25 1207 ,2037 ,2084 ,2262 ,779 Ivstk88 Ivstk186 Ivstk284 Ivstk382 Ivstk480 18GB
ssa25 2028 ,2029 ,2030 ,2069 ,2280 Ivstk42 Ivstk140 Ivstk238 Ivstk336 Ivstk434 18GB
ssa25 2033 ,2045 ,2066 ,2067 ,2094 Ivord10 IvordI163 IvordI177 Ivordi191 Ivordl205 Ivordi219 18GB
IvordI233 IvordI247 Ivordi261 IvordI275 IvordI9 Ivordi23
ssa25 2034 ,2048 ,2062 ,2074 ,2082 Ivstk19 Ivstk117 Ivstk215 Ivstk313 Ivstk411 18GB
ssa25 2035 ,2112,2113,2118,2119 Ivcust36 Ivcust89 Ivcustl142 lvcust195 Ivcust248 lvcust3018GB
Ivcust354 lvcust407 Ivcust460 Iveust513 Ivtemp36
ssa25 2039 ,2040 ,2058 ,2108 Ivstk65 Ivstk163 Ivstk261 Ivstk359 Ivstk457 18GB
ssa25 2046 ,2055 ,2070 ,2090 ,2116 lvware?2 Ivhist7 Ivord5 Ivord2 Ivord9 18GB
ssa25 2080 ,2087 ,2100 ,2122 Ivordi145 IvordI159 IvordI173 Ivordl187 Ivordi201 18GB
IvordI215 IvordI229 Ivordi243 IvordI257 Ivordi271 IvordIS
IvordI19
ssa25 2083 ,2085 ,2107 ,2117 ,2272 ,1788 ,2064 ,2076 Ivcustl3 Ivcust66 Ivcust119 lvcustl72 Ivcust225 lvcust2788GB
,2105 ,2115 Ivcust331 lvcust384 Ivcust437 Iveust490 Ivtempl3
ssa26 2124 ,2125 ,2130 ,2142 ,2150 ,2155 ,2156 ,215[7 Ivstk87 Ivstk185 Ivstk283 Ivstk381 Ivstk479 18GB
,2201 ,2203
ssa26 2126 ,2133,2139,2141 ,2186 ,2200 ,2202,2206| Ivstk18 Ivstk116 Ivstk214 Ivstk312 Ivstk410 18GB
,2209 ,2214
ssa26 2129 ,2131,2135,2136 ,2159 ,2164 ,2172 ,2188 Ivstk41 Ivstk139 Ivstk237 Ivstk335 Ivstk433 18GB
,2215 ,2216
ssa26 2132 ,2140 ,2148 ,2149 ,2178 ,2182 ,2211 ,2217 Ivstk64 Ivstk162 Ivstk260 Ivstk358 Ivstk456 18GB
,2218 ,2219
ssa26 2134 ,2146 ,2166 ,2174 ,2175 ,2179 ,2187 ,2189 Ivwarel Ivhist8 lvord3 18GB
,2198 ,2199
ssa26 2137 ,2138 ,2143 ,2154 ,2162 ,2163 ,2165 ,2170 Ivnordl Ivordi144 lvordl158 Ivordl172 Ivordl186 Ivordi200 18GB
,2171 ,2173 ,2180,2190,2192 ,2197 ,2204 Ivordi214 Ivordl228 Ivordl242 Ivordi256 IvordI270 Ivordi4|
ssa26 2144 ,2153 ,2160 ,2167 ,2168 ,2169 ,2176 ,2183 Ivcust35 Ivcust88 Ivcustl4l Ivcust194 Ivcust247 lveust30Q8GB
,2184 ,2210 Ivcust353 Ivcust406 lvcust459 Ivcust512 Ivtemp35
ssa26 2145 ,2185,2191 ,2205,2212 IvordI148 Ivordl162 IvordI176 Ivordl190 Ivordi204 18GB
IvordI218 IvordI232 Ivordi246 IvordI260 Ivordi274 IvordIg
IvordI22
ssa26 2147 ,2151 ,2152 ,2158 ,2161 ,2177 ,2193 ,219% Ivcustl2 Ivcust65 Ivcust118 Ivcustl71 Ivcust224 lvcust2718GB
,2196 ,2208 Ivcust330 Ivcust383 lvcust436 Ivcust489 Iviempl2
ssa28 1359 ,1547 log(RAID5) 2x218.7GB
ssa29 1796 , 2253 log(RAID5) 2x218.7GB
ssa30 1933,1934 ,1978 ,1991 ,2015 Ivware6 Ivhist15 Ivord13 18GB
ssa30 1939,1940,1941 ,1947 ,1957 Ivstk23 Ivstk121 Ivstk219 Ivstk317 Ivstk415 18GB
ssa30 1942 ,1948 ,1949 ,1964 ,1985 Ivstk46 lvstk144 lvstk242 Ivstk340 Ivstk438 18GB
ssa30 1944 ,1956 ,1961 ,1977 ,1986 Ivord10 IvordI163 IvordI177 Ivordi191 IvordI205 Ivordi219 18GB
IvordI233 IvordI247 IvordI261 IvordI275 Ivordl9 Ivordi23
ssa30 1952 ,1955 ,1960 ,1962 ,2009 Ivstk69 Ivstk167 Ivstk265 Ivstk363 Ivstk461 18GB
ssa30 1953 ,1954 ,2003 ,2006 ,2016 Ivstk92 Ivstk190 Ivstk288 Ivstk386 Ivstk484 18GB
ssa30 1968 ,1969,1980,1983 ,2010 Iveust17 Ivcust70 Ivcustl123 Ivcustl76 Ivcust229 lvcust2828GB
Ivcust335 Ivcust388 Ivcust441 Ivcust494 Iviempl?
ssa3l 1206 ,2044 ,2092 ,2096 ,2097 Ivordl145 IvordI159 IvordI173 Ivordl187 Ivordi201 18GB
IvordI215 Ivordl229 Ivordi243 Ivordi257 IvordI271 IvordIg
IvordI19
ssa3l 1215,2050,2104 ,2109 ,2110 Ivstk19 Ivstk117 Ivstk215 Ivstk313 Ivstk411 18GB
ssa3l 1763 ,2036 ,2053 ,2065 ,2075 Ivstk65 Ivstk163 Ivstk261 Ivstk359 Ivstk457 18GB
ssa3l 2032 ,2056 ,2057 ,2073 ,2114 Ivstk88 Ivstk186 Ivstk284 Ivstk382 Ivstk480 18GB
ssa3l 2038 ,2054 ,2078 ,2088 ,2120 Ivord7_n IvordI146 Ivordi160 Ivordi174 Ivordi188 18GB
Ivordl202 IvordI216 Ivordi230 Ivordi244 Ivordi258
IvordI272 IvordI6
ssa3l 2043 ,2049 ,2089 ,2091 ,2095 lvware?2 Ivhist7 Ivord5 Ivord2 lvord9 18GB
ssa3l 2063 ,2068 ,2072 ,2101 ,2102 Ivcust36 Ivcust89 Ivcustl142 Ivcust195 Ivcust248 lvcust3018GB
Ivcust354 Ivcust407 Ivcust460 Iveust513 Ivtemp36
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ssa3l 2077 ,2081 ,2093 ,2111 ,2121 Ivstk42 Ivstk140 Ivstk238 Ivstk336 Ivstk434 18GB
ssa32 485 ,554 ,562 ,565 ,570 Ivware3 Ivhist6 Ivhist12 Ivord1l 18GB
ssa32 486 ,524 ,546 ,561 ,568 Ivstk66 Ivstk164 Ivstk262 Ivstk360 Ivstk458 18GB
ssa32 487 ,508 ,509 ,528 ,529 Ivstk89 Ivstk187 Ivstk285 Ivstk383 Ivstk481 18GB
ssa32 488 ,526 ,545 ,569 Ivhist20 IvordI152 IvordI165 IvordI179 Ivordl193 18GB
IvordI207 IvordI221 IvordI235 Ivordl249 Ivordi263
IvordI277 Ivordi11
ssa32 498 ,548 ,553 ,556,572 IvordI150 Ivordl164 IvordI178 Ivordl192 IvordI206 18GB
IvordI220 IvordI234 Ivordi248 IvordI262 IvordI276
IvordI10 IvordI24
ssa32 506 ,510,518 ,521 ,539 Ivcustl4 Ivcust67 Ivcustl120 Ivcustl73 Ivcust226 lvcust2728GB
Ivcust332 lvcust385 Ivcust438 Ivcust491 Ivtempl4
ssa32 513,530,543 ,566 ,567 Ivstk20 Ivstk118 Ivstk216 Ivstk314 Ivstk412 18GB
ssa32 520,523,525 ,535 ,580 Iveust37 Ivcust90 Ivcustl143 lvcust196 Ivcust249 lvcust3028GB
Ivcust355 Ivcust408 Ivcust461 Ivcust514 Ivtemp37
ssa32 541 ,542 558 ,560 ,563 Ivstk43 Ivstk141 Ivstk239 Ivstk337 Ivstk435 18GB
ssa34 147 ,142 ,154 ,188 ,187 stkvg2 18GB
ssa34 169,150 stkvg25 18GB
ssa34 104,185,106 stkvg25 18GB
ssa34 107,189,103 ,173 stkvg48 18GB
ssa34 176 ustvgl9 18GB
ssa34 105,141,191 ,131,132 custvg4 18GB
ssa34 170,192 ,144 ,164 ,113 ordinvg 18GB
ssa34 175,172,126 ,174 ,127 tblvg8 18GB
ssa34 114 stkvg48 18GB
ssa34 180,143,152 ,151 ,146 stkvg71 18GB
ssa34 120,121,137 ,110,178 stkvg94 18GB
ssa34 190,112,102 ,186 custvg19 18GB

5.3 Data Base Model Implemented

A statement must be provided that describes the data base model implemented by the DBMS used.

The database manager used for this testing was Oracle9i Database Enterprise Edition Release 2 for AlX based
System from Oracle Corp. Oracle9i Database Enterprise Edition Release 2 is a relational DBMS.

5.4 Partitions/Replications Mapping

The mapping of data base partitions/replications must be explictly described.

No horizontal nor vertical partitioning were implemented for this TPC-C test.
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5.5 60 day space calculations
BULL ESCALA PL3200R

PM 403255
Warehous es 34000
SEGMENT TYPE TSPACE BLOCKS BLOCK SIZE KBYTES FIVE_PCT(BYTES) DAILY_GROW TOTAL
CUSTOMER TABLE CUST 255000003 4096 1020000012 51000001 0 1071000012,60
DISTRICT TABLE WARE 170004 4096 680016 34001 0 714016,80
HISTORY TABLE HIST 14936120 4096 59744480 0 11337534 71082014,25
ICUSTOMER INDE X ICUST1 6346481 4096 25385924 1269296 0 26655220,20
ICUSTOMER2  INDEX ICUST2 12091256 4096 48365024 2418251 0 50783275,20
IDISTRICT INDE X WARE 1642 4096 6568 328 0 6896,40
IITEM INDE X ITEMS 411 4096 1644 82 0 1726,20
INORD INDE X NORD 1250765 4096 5003060 250153 0 5253213,00
IORDERS INDE X IORD1 6503076 4096 26012304 1300615 0 27312919,20
IORDERS2 INDE X IORD2 10114447 4096 40457788 2022889 0 42480677,40
IORDL INDE X ORDL 44624561 16384 713992976 0 135492347 849485323,08
ISTOCK INDE X ISTR 18921379 4096 75685516 3784276 0 79469791,80
ITEM TABLE ITEMS 3031 4096 12124 606 0 12730,20
IWAREHOUSE  INDEX WARE 131 4096 524 26 0 550,20
ORDERS TABLE ORD 10327908 4096 41311632 0 7839587 49151218,90
ROLL_SEG SYS ROLL 3275776 16384 52412416 0 0 52412416,00
STOCK TABLE STOCKS 309090911 4096 1236363644 61818182 0 1298181826,20
SYSTEM SYS SYSTEM 1064704 4096 4258816 0 0 4258816,00
WAREHOUSE TABLE WARE 17010 4096 68040 3402 0 71442,00
Total 693 739 616 3349 762 508 123 902 109 154 669 468 3 628 334 085,63
Bytes
Dynamic s pace in Kbytes 815 049 088
Static s pace in Kbytes 2 658 615 529
Free space in Kbytes 154 669 468
Daily growth in Kbytes 154 669 468
Dally s pread 0 Oracle may be configured s uch that daily spreadis 0
60-day s pace (in Kbytes) 11 938 783 623
60-day (GB) 11 385,71
new_order 66371934
Log block size 512 Redo blocks written 1662770342
Log blocks ApmC 25,05 Number of log blocks us ed in one tpmC
8-hour log (GB) 2312,27
Disk Disk SuUT SuT Priced Priced S pace us age (GB)
Formatted

Type Capacity # of disks Capacity(GB) # of disks Capacity(GB) DB 17301,66

RAID 2624,40

os 33,94

91 8672 96 813,00 2043 17 301,66
18,2 17376 1947 33038,16 0 0,00 Total S pace 19959,99

RAID(6-36.4GB) 223948,8 12 2 624,40 12 2 624,40
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6. Clause 5: Performance Metrics and Response Time Related Items

6.1 Response Times

Ninetieth percentile, maximum and average response times must be reported for all transaction types as well as for
the Menu response time.

Table 6-1 list the response times and the ninetieth percentiles for each of the transaction types for the measured
system.

6.2 Keying and Think Times

The minimum, the average, and the maximum keying and think times must be reported for each transaction type.

Table 6-1 list the TPC-C keying and think times for the measured system.

Table 6-1. BULL ESCALA PL3200R Response, Think and Keying Times

ResponsgNew Order |  Payment Order Delivery |Stock Level Menus
Times Status (int./def.)
90 % 1,36 1,29 1,32 0.19/0.11 1,29 0
Average 0,7 0,65 0,68 0.10/0.07 0,65 0.00
Maximum 6,97 6,66 5,8 2.17/2.7 5,99 2,54
Think
Times
Minimum 0,01 0,01 0,01 0,01 0,01 N/A
Average 12,02 12.02 10.01 5,02 5,02 N/A
Maximum 120,21 120,21 100,10 50,20 50,20 N/A
Keying
Times
Minimum 18,00 3,00 2,00 2,00 2,00 N/A
Average 18,01 3,01 2,01 2,01 2,01 N/A
Maximum 18,15 3,09 2,08 2,08 2,09 N/A
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6.3 Response Time Frequency Distribution

Response time frequency distribution curves must be reported for each transaction type.

Figure 6-3-1. BULL ESCALA PL3200R New-Order Response Time Distribution
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Figure 6-3-2. BULL ESCALA PL3200R Payment Response Time Distribution

TPC Benchmark™ C Full Disclosure Report - Bull Escala PL3200R Page 32 of 204



2 Payment Response Time
2
- 4
&)
© 600000 - P
% . ; : 90th Percentile = 1.29
+ Average = 0.65
5 400000 4 [ L~ 9
Y i
S
“ 200000 -
)
g -
3 0 - I ¥ ¥ ¥ T ¥ ¥ ¥ T
Z 0 2 4

Response Time (seconds)

TPC Benchmark™ C Full Disclosure Report - Bull Escala PL3200R Page 33 of 204



Figure 6-3-3. BULL ESCALA PL3200R Order-Status Response Time Distribution
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Figure 6-3-4. BULL ESCALA PL3200R Delivery (Interactive) Response Time Distribution
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Figure 6-3-5. BULL ESCALA PL3200R Delivery (Deferred) Response Time Distribution
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Figure 6-3-6. BULL ESCALA PL3200R Stock Level Response Time Distribution
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6.4 Performance Curve for Response Time versus Throughput

The performance curve for response times versus throughput must be reported for the New-Order transaction.

Figure 6-4-1. BULL ESCALA PL3200R New-Order Response Time vs. Throughput
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6.5 Think Time Frequency Distribution

A graph of the think time frequency distribution must be reported for the New-Order transaction.

Figure 6-5-1. BULL ESCALA PL3200R New-Order Think Time Distribution
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6.6 Throughput versus Elapsed Time

A graph of throughput versus elapsed time must be reported for the New-Order transaction.

Figure 6-6-1. New-Order Throughput vs. Elapsed Time
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6.7 Steady State Determination

The method used to determine that the SUT had reached a steady state prior to commencing the measurement
interval must be described.

All the emulated users were allowed to logon and do transactions. The time stamping interval was set to start after
several minutes of rampup. Refer to the Numerical Quantities Summary pages for the rampup time. Figure 6.6.1
New-Order throughput versus Elapsed Time graph shows that the system was in steady state at the beginning of the
Measurement Interval.

6.8 Work Performed During Steady State

A description of how the work normally performed during a sustained test (for example check pointing, writing
redo/undo log records, etc), actually occurred during the measurement interval must be reported.

6.8.1 Transaction Flow

For each of the TPC Benchmarfk transaction types, the following steps are executed:

IBM Websphere Application Server Enterprise Edition Version 3.0, Encina interface, was used as a transaction
manager (TM). Each transaction was divided into three programs. The front end program handled all screen 1/O, a
database client program which connected to the database and served as a Websphere Server (a back end program),
and a database server program which handled all database operations at the SUT. Both the front end and back end
programs ran on the client system. The front end program communicates with the database client program through
DCE RPCs. The database client program communicates with the Server system over Ethernet using SQL*Net calls.
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Besides calling Websphere Application Server Enterprise Edition Encina initialization code during startup, all other
functions are transparent to the application code. Encina routes the transaction and balances the load according to the
options defined in the configuration file in appendix B.2, The transaction flow is described below.

* Each client machine is a node in an Encina Cell.

* Two servers are configured in each.node: one processes the delivery transactions and one all other
transaction.

* The delivery server is configured with one processing agent with 2 server manager DCE threads, and 2
background threads to process deferred deliveries. Each background thread has one connection to the
database.

* The other server is configured with 38 processing agents. Each processing agent has 1 server manager DCE
threads. Each thread has one connection to the database.

* When the Encina clients are started, they connect to Encina cell.

*  When terminals are started, each terminal connects to the Encina client. The client spawns a thread for each
connection to handle that connection. The thread executes the ‘process_terminal’ routine. The
process_terminal displays the TPC-C transaction menu on the user terminal.

* The TPC-C user chooses the transaction type and proceeds to fill the screen fields required for transaction.

* The process_terminal accepts all values entered by the user and transmits those values to one of the TPC_C
backend programs. The transaction is performed through a DCE RPC. There is an interface for each TPC-C
transaction type and each TPC-C backend program exports one or more of these interfaces. (The delivery
servers export only the delivery interface, the other servers export the other four interfaces, and only those).
Encina transparently routes the RPC to one of the servers exporting the corresponding interface.

* A TPC-C backend server program receives an RPC and proceeds to execute all database operations related
to the request. All information entered on the user terminal is contained in the RPC.

* Once the transaction is committed, the server program fills in the output parameters. The RPC is then sent
back to the client program.

* When the RPC returns to the client, the process_terminal routine writes the transaction out on the user
terminal.

6.8.2 Database Transaction
All database operations are performed by the TPC-C back-end programs. The process is described below:
Using SQL*Net calls, the TPC-C back-end program interacts with Oracle9i Server to perform SQL data

manipulations such as update, select, delete and insert, as required by the transaction. After all database
operations are performed for a transaction, the transaction is committed.

Oracle9i Server proceeds to update the database as follows:
When Oracle9i Server changes a database table with an update, insert, or delete operation, the change is
initially made in memory, not on disk. When there is not enough space in the memory buffer to read in or

write additional data pages, Oracle9i Server will make space by flushing some modified pages to disk.
Modified pages are also written to disk when a checkpoint occurs. Before a change is made to the database,
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it is first recorded in the transaction log. This ensures that the database can be recovered completely in the
event of a failure. Using the transaction log, transactions that started but did not complete prior to a failure

can be undone, and transactions recorded as complete in the transaction log but not yet written to disk can
be redone.

6.8.3 Checkpoints

A checkpoint is the process of writing all modified data pages to disk. The TPC-C benchmark was setup to
automatically checkpoint every 30 minutes. One checkpoint occurs during the rampup period, with four other
occurring during the measurement interval. The checkpoints duration were 13min 13sec, 12min 52se2s&2min 5
12min 49sec, 12nin 51sec.

6.9 Measurement Interval

A statement of the duration of the measurement interval for the reported Maximum Qualified Throughput (tpmC)
must be included.

A two hour Measurement Interval was used. Further, the measurement interval is a multiple of the checkpoint
interval. This demonstrates that a different measurement interval over the eight hour period would yield similar
throughput results. No connections were lost during the run.
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7. Clause 6: SUT, Driver, and Communication Definition
Related Items

7.1 RTE Availability

If the RTE is commercially available, then its inputs must be specified. Otherwise, a description must be supplied of
what inputs to the RTE had been used.

An internally developed RTE was used for these tests. Appendix D contains the scripts used in the testing.

7.2 Functionality and Performance of Emulated Components

It must be demonstrated that the functionality and performance of the components being emulated in the Driver
System are equivalent to that of the priced system.

In the benchmark configuration the Remote Terminal Emulator (RTE) communicates with the client system over
Ethernet. The 38 RS/6000 Model 7044-270 emulates a network of 324,000 RS/6000 Model 44P-170 workstations.
The communications mechanism used in the benchmark and priced configurations are the same. In the benchmark
configuration a separate Ethernet LAN was used to connect two driver systems to a 7044-270 client system. In
other words, there were several separtate LAN segments between every one driver to one client. Each LAN segment
in the priced configuration is used to connect 947 workstations.

7.3 Network Bandwidth

The bandwidth of the network(s) used in the tested/priced configuration must be disclosed.

The Ethernet used in the LAN complies with the IEEE 802.3 standard and has a bandwidth of 10 Megabits per
second Half Duplex. Each LAN segment in the BULL ESCALA PL3200R configuration connected 947
workstations.

7.4 Operator Intervention

If the configuration requires operator intervention, the mechanism and the frequency of this intervention must be
disclosed.

No operator intervention is required to sustain the reported throughput during the eight hour period.
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8. Clause 7: Pricing Related Items

8.1 Hardware and Programs Used

A detailed list of the hardware and software used in the priced system must be reported. Each item must have
vendor part number, description, and release/revision level, and either general availability status or committed
delivery date. If package-pricing is used, contents of the package must be disclosed. Pricing source(s) and effective
date(s) must also be reported.

The detailed list of hardware and programs for the priced configuration is listed in the pricing sheet (refer to the
executive summary statement). Prices for all Bull S.A. products are US list prices. Each priced configuration consists
of an integrated system package, additional components and third party components. The prices for all products and
features that are provided by Bull are available the same day as product or feature availability.

For items quoted Bull, there are two cases:
e Standard Bull items (as Escala PL3200R); normal Bull quotation

* |BM items: Bull is IBM partner solution. That means Bull may sell IBM products, making his own quotation

Pricing for IBM Websphere Application Server Enterprise Edition Version 3.0 is for Txseries License only.

8.2 Three Year Cost of System Configuration

The total 3-year price of the entire configuration must be reported, including: hardware, software, and maintenance
charges. Separate component pricing is recommended. The basis of all discounts used must be disclosed.

The price sheets for the Escala PL3200R are contained on the first pages.
The price sheets for the IBM RS/6000 and SSA disks are also contained on the first pages.
Bull provides complete hardware and software solutions to end-users and offers customers dollar volume discounts

based on the total system price (total 3 year system cost, including all hardware, all software and maintenance
charges).

Volume Revenue Discount
The Bull-supplied hardware and software is discounted by 58% from list price, based on the dollar value of this
configuration only.

MAINTENANCE

The threee years support pricing for Bull S.A.consists of one year warranty included in the system package price and
two years support price, defined as silver care in the "global care" Bull maintainance offer.
The 24hours/day, 7days/week coverage extension is included in the maintenance price.

If the customer wants to commit foBayear hardware maintenanceservice starting at delivery time (therefore,
including the warranty period), he can pay a One time Fee and will benefit of 15% discount.

For IBM products, the basis for the discounts used are:

3-year Term Maintenance Contract Discount
This discount is available for customers who sign a 3-year maintenance agreement on the hardware. A discount
of 3% is available for customers when they sign a 3-year maintenance agreement
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Scope incentive
A 2% discount is applied for a ServiceElect contract that combines hardware maintenance with one or more
services, which in this pricing report the selected service is Support Line.

3-year Maintenance Prepay Discount
This is a discount for prepayment of miantenance costs. A discount of 10.36% is available for this configuration
based on payment for 3 years maintenance at time of purchase. This discount is applied to the balance after the
3-year term maintenance contract discount and Scope discount is applied
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8.3 Availability Dates

The committed delivery date for general availability (availability date) of products used in the price calculations
must be reported. When the priced system includes products with different availability dates, the reported
availability date for the priced system must be the date at which all components are committed to be available.

All products are generally available today except the following:

Product Availability Date
AIX 5L Version 5.2 November 22, 2002

8.4 Statement of tpmC and Price/Performance

A statement of the measured tpmC, as well as the respective calculations for 3-year pricing, price/performance
(price/tpmC), and the availability date must be disclosed.

3-year I
System tpmC System Cosf $/tpmC Availability Date

BULL ESCALA PL3200R | 403,255.46| $7 245205 17.06 |AIHS/ SWSae"Cat‘i'(';bgesas shown in
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9. Clause 9: Audit Related Items

If the benchmark has been independently audited, then the auditor's name, address, phone number, and a brief
audit summary report indicating compliance must be included in the Full Disclosure Report. A statement should be
included, specifying when the complete audit report will become available and who to contact in order to obtain a

copy.

The auditor's attestation letter is included in this section of this report
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INF : ‘,SIZING CERTIFIED AUDITOR

Benchmark Sponsor:  Jean-Francois Lemere Patrice Treinen
Bull SA. Oracle Corporation
1, rue de Provence 500 Oracle Parkway
38432 Echirolles Redwood Shores, CA 94065
France
May 31, 2002

| remotely verified the TPC Benchmark™ C performance of the following Client/Server

configuration:
Platform: Bull Escala PL3200R
Operating system: AIX 5L V5.2

Database Manager: Oracle9i Release 2 Enterprise Edition for AIX — Based System
Transaction Manager: ~ Websphere Application Server Enterprise Edition 3.0

The results were:

CPU's - NewOrder 90%
Speed Memory Disks Response Time tpmC
Server: Bull Escala PL3200R
32 x POWER4 | 256 GB Main
(1300 MH2) (128MB L3 Cache 2043x 9.1 GB 1.36 Seconds | 403,255.46
per processor) 96 x 36.4 GB
Nineteen (19) Clients: RS/6000 44P-270 (Specification for each)
4 x Power3-11 4 GB Main
processor)

In my opinion, these performance results were produced in compliance with the TPC's
requirements for the benchmark. The following verification items were given special attention:

» The database records were the proper size

* The database was properly scaled and populated

1373 North Franklin Street « Colorado Springs, CO 80903-2527  Office: 719/473-7555 « Fax: 719/473-7554



» Therequired ACID properties were met

* The transactions were correctly implemented

* Input data was generated according to the specified percentages

» Thetransaction cycle times included the required keying and think times

» The reported response times were correctly measured.

* All 90% response times were under the specified maximums

* Atleast 90% of al delivery transactions met the 80 Second completion time limit
* Thereported measurement interval was 120 minutes (7200 seconds)

» Thereported measurement interval was representative of steady state conditions
» Four checkpoints were taken during the reported measurement interval

» The 60 day storage requirement was correctly computed

* The system pricing was verified for mgjor components and maintenance

Additional Audit Notes:

The measured system included 1947 IBM 10K rpm drives (18.2GB disks) that were substituted by 1947 IBM
10K rpm drives (9.1 GB disks) in the priced configuration. Based on the specifications of these disks and on
additional performance data collected on these disks, it is my opinion that this substitution does not have a
material effect on the reported performance.

Respectfully Y ours,

j | Fd i "r /
%’; /’Z«fé”, et :(/3"’ o
- ’; I.\_p"l
Francois Raab, President ~ Bradley J. Askins, Auditor

1373 North Franklin Street ¢« Colorado Springs, CO 80903-2527  Office: 719/473-7555 « Fax: 719/473-7554



Appendix A: TPC-C Application

Source

A.1 Client/Terminal Handler code

callora.c

%

* callora.c
*

* $Revision:1.3 $
* $Date: 1999/05/06 21:28:29 $
* $Log: callora.c,v $

*$TALog: callora.c,v $

* Revision 1.3 1999/05/06 21:28:29 oz

* - Removed all the .. from the includes

* - Added -.. to themakefilesinstead

* - Moved all the thread related code and connection
* selection to serverMon.c
*
*

- get_db_ready now does not take the number of connections
* - Export create_connection() antkan_connection(void *)
* - All the transactions take a connection pointer as a first param
* [from r1.2 by delta 0z-24309-TPCC-add-oracle8.1-code, r1.5]

* Revision 1.2 1999/04/19 20:14:48 oz

* - Moved all the simulated code to server.c

* - Createchulldb.c for compilation with no DB

* [from r1.1 by delta 0z-24331-TPCC-move-sim-code-to-common-file, r1.1]

* Revision 1.1 1999/04/19 14:37:27 oz
* [added by delta wenjian-23742-TPCC-update-with-Raliegh-code, r1.3]
*

* Revision 1.15 1998/10/22 20:51:@@enjian
* [merge of changes from 1.6 to 1.14 into 1.12]

* Revision 1.14 1998/10/08 14:17:57 dongfeng
* Add codes for doing web-based tpcc.
* [from r1.6 by delta dongfeng-23067-TPCC-add-web-based-tpcc-client, r1.1]

* Revision 1.12 1998/09/04 19:17:54enjian

* Add new variables: more_srv_work, period_to_add_rt, and

* period_to_check_tran to replace the original constants in

* order to control the increment of server RT.

* [from r1.11 by delta wenjian-23183-TPCC-sync-AlX-code-with-Austin5]

* Revision 1.11 1998/08/28 18:29:56enjian
* This delta sync the TPCC code with Austin.
*

* Modify get_wait_time():

* - addrt_increment so that the wait time is increased in a certain time;
* - rt_increment is reset to 0 at the beginning of each run

* - the waiting time is different for different tran type.

* [from r1.8 by delta wenjian-23183-TPCC-sync-AlX-code-with-Austih 1]
*

* Revision 1.8 1998/08/18 14:38:3¥enjian

* Change the wait time for NewOrder to 0.23 second

* [from r1.6 by delta wenjian-21750-TPCC-changes-for-porting-on-NT, r1.4]
*

* Revision 1.6 1998/06/17 15:28:50enjian

* - Reduce matrix size

* - In get_wait_time(), the waiting time is decided by transaction type.

* [from r1.5 by delta wenjian-22495-TPCC-add-new-feature-to-monitor-tpcc-clients, r1.2]

* Revision 1.5 1998/02/17 22:06:58enjian
* Define macro RANDOM as rand on NT and random on other platforms
* [from r1.4 by delta wenjian-21750-TPCC-changes-for-porting-on-NT, r1.1]

* Revision 1.4 1998/01/23 15:07:42 oz

* - Updated the SP TPCC directory to the latest files used

* during the SP tpcc audit.

* [from r1.3 by delta 0z-20774-TPCC-update-to-latest-SP-version-11-27, r1.1]
*

* Revision 1.1 1997/07/22 21:17:14 radha
* [added by delta radha-20360-TPCC-integrate-with-Oracle-7322-drivers, r1.1]

*

*/

f#include <stdio.h>
finclude <time.h>
finclude <string.h>
finclude "serverDebug.h"

tifdef MULTIPLE_INTERFACE
f#include "common/neworder.h"
finclude "common/payment.h"

#include "common/stocklevel.h"
#include"common/orderstatus.h"
#else

#include "common/tpcc_trans.h"
#endif

#include "common/databuf.h"
#include "server.h"

#ifdef WIN32
#include <winsock.h>
#endif

#include “tpcc_info.h"

#ifdef WIN32
#defineRANDOM rand
#else

#defineRANDOM random
#endif

externint server_null_test;
extern void *create_ora_connection();

#ifdef DEBUG_SERVER
#definePRINT_NEW_IN(a, b) fprintf(stderr, "%s\n", b); print_new_in(a)
#definePRINT_NEW_ORDER(a, b) fprintf(stderr, "%s\n", b); print_new_order(a)
#definePRINT_NEW_RES(rc, a) \
fprintf(stderr, "<R do_new_order, rc=%d, transtatus=%d, duplicatesapddcal=%d\n", \
rc, (a)->s_transtatys)->s_all_local, (a)->duplicate_items)

#else

#definePRINT_NEW_RES(rc, a)
#definePRINT_NEW_ORDER(a, b)
#definePRINT_NEW_IN(a, b)
#definePRINT_DIST_NEW_ORDER(a, b)
#endif

#defineTPCC_RET_SCP(a,b,len) \

strnepy((char *)dataP->b, (chgoraStruct.ajen); \

(char *)dataP->b[(len)-1] = "\0'
#defineTPCC_CP(a,b) oraStruct.a = dataP->b
#defineTPCC_SCP(a,b,len) strncpy((chgoraStruct.a, (char *)dataP->ken)
#defineTPCC_RET_CP(a,b) dataP->b = oraStruct.a

#defineTPCCP_RET_SCP(a,b,len) \

strnepy((char *)dataP->b, (char *)oraStructP{en); \

dataP->b[(len)-1] = \0'
#defineTPCCP_CP(a,b) oraStructP->a = dataP->b
#defineTPCCP_SCP(a,b,len) strncpy((char *)oraStructP->a, (char *)dataleryb,
#defineTPCCP_RET_CP(a,b) dataP->b = oraStructP->a

I
* Talk to Oracle
*

int get_db_ready(char *dbName, int flag)

int rc;
chardvryFileName[100];
extern char *tpcc_serverName;

AUDITLOG(("> get_db_ready to %s flag %d\n", dbName, flag));
if (server_null_test) return(0);

fprintf(stderr, ">> get_db_ready, db: %s, flag %d\n", dbNé&tag);

sprintf (dvryFileName, "/home/encina/runs/deliveries/%s",
tpcc_serverName);
rc = TPCinit (serverldNumbeltpcc”, “tpcc”,dvryFileName);
err_printf("TPCinit(%d, tpcc, tpcc, %s) returned %d\n",
serverldNumber, dvryFileNameg);
if (rc) {

fprintf(stderr, "TPCinit(%d, tpcc, tpcc, %s) returned %d\n",
serverldNumber, dvryFileNameg);

}

AUDITLOG(("< get_db_ready rc %d\n", rc));
return(rc);

}

void *create_connection() {
return create_ora_connection();

}

void do_delivery(cnPdataP)
void *cnP;
delivery_data_t *dataP;

struct delstruct oraStruct;
intrc;

AUDITLOG(("> do_delivery\n"));

TPCC_CP(delin.w_id, w_id);
TPCC_CP(delin.o_carrier_id, o_carrier_id);
TPCC_CP(delin.gtime, start_queue);
TPCC_CP(delin.in_timing_int, queued_time);
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DPRINT(("Calling TPCdel: w_idod, o_carrier_id %d, %ftime, %d in_timing_int\n",
oraStruct.delin.w_id, oraStruct.delin.o_carrier_id,
oraStruct.delin.gtime, oraStruct.delin.in_timing_int));

rc = TPCdel(cnP, &oraStruct);
if ((rc I= 0) && (rc = -666)) {
err_printf("Error TPCdeterror %d, rc %d, retry %ay_id %d, o_carrier_id %d, %ftime,
%din_timing_int\n",
oraStruct.delout.terror, rc, oraStruct.delout.retry,
oraStruct.delin.w_id, oraStruct.delin.o_carrier_id,
oraStruct.delin.gtime, oraStruct.delin.in_timing_int);
}
dataP->header.returncode = rc == 0 ? TPCC_SUCCESS : oraStruct.delout.terror;
AUDITLOG(("< do_delivery rc %d\n"ic));

oid copyout_order_status(orderStatus_data_t *dataP,
struct ordstruct *oraStructP)

inti;
TPCCP_RET_CP(ordout.c_balance, c_balance);
TPCCP_RET_CP(ordout.o_id, o_id);
TPCCP_RET_CP(ordout.o_carrier_id, o_carrier_id);
TPCCP_RET_CP(ordout.o_ol_cnt, o_ol_cnt);
TPCCP_RET_CP(ordout.c_id,id);
t#define |_CP(inda,b) dataP->item[ind].b = oraStructP->ordout.a[ind]
tdefinel_SCP(ind, a, blen) \
strncpy((char *)dataP->item[ind].b, (char *)oraStructP->ordout.a[ied); \
dataP->item[ind].b[(len) - 1] = \0"
for (i=0; i<oraStructP->ordout.o_ol_cnt && i < 15; i++) {

I_CP(i, ol_amount, ol_amount);

I_CP(i, ol_i_id, ol_i_id);

I_CP(i, ol_supply_w_id, ol_supply_w_id);

I_CP(i, ol_quantity, ol_quantity);

I_SCP(i, ol_delivery_d, delivery_date, 11);

}
#tundef |_CP
#undefl_SCP
TPCCP_RET_SCP(ordout.c_first, c_first, 17);
TPCCP_RET_SCP(ordout.c_middtemiddle, 3);
TPCCP_RET_SCP(ordout.c_last, c_last, 17);
TPCCP_RET_SCP(ordout.o_entry_d, entry_date, 20);

oid do_order_status(cnP, dataP)
void *cnP;
orderStatus_data_t *dataP;

struct ordstruct oraStruct;
inti, rc;

AUDITLOG(("> do_order_status\n"));

TPCC_CP(ordin.w_id, w_id);

TPCC_CP(ordin.d_id, d_id);

TPCC_CP(ordin.c_id, c_id);

oraStruct.ordin.bylastname = ((dataP->c_id == 0) ? 1 : 0);
TPCC_SCP(ordin.c_last, c_last, 17);

DEBUGP(("CallingTPCord:w_id %d, d_id %d, c_id %d, bylastnamésd, c_last %s\n",
loraStruct.ordin.w_id, oraStruct.ordin.d_id, oraStruct.ordin.c_id, oraStruct.ordin.bylastname,
loraStruct.ordin.c_last));

rc = TPCord(cnP, &oraStruct);
if(rc!=0){

err_printf("Error TPCord: terror %d, rc %d, retry %djd %d,d_id %d, c_id %d, bylastname %d,
c_last %s\n ",
oraStruct.ordout.terror, rc, oraStruct.ordout.retry,
oraStruct.ordin.w_id, oraStruct.ordin.d_id, oraStruct.ordin.c_id,
oraStruct.ordin.bylastname, oraStruct.ordin.c_last);

}
copyout_order_status(dataP, &oraStruct);

dataP->header.returncode = rc == 0 ? TPCC_SUCCESS : oraStruct.ordout.terror;
AUDITLOG(("< do_order_stats rc %d\n", dataP->header.returncode));

oid do_stock_level(cnP, dataP)
void *cnP;
stockLevel_data_t *dataP;

struct stostruct oraStruct;
/* What's this comment?? -- srs: i only did this one to check the links */
intrc;

AUDITLOG(("> do_stock_level\n"));

TPCC_CP(stoin.w_id, w_id);
TPCC_CP(stoin.d_id, d_id);
TPCC_CP(stoin.threshold, threshold);

DEBUGP(("CallingTPCsto:w_id %d, d_id %d, threashold %d\n",
oraStruct.stoin.w_id, oraStruct.stoin.d_id,
oraStruct.stoin.threshold));

rc = TPCsto(cnP, &oraStruct );
if(rc!=0){

err_printf("Error TPCsto : terror %d, rc %d, retry %did %d,d_id %d, threashold %d\n",
oraStruct.stoout.terror, rc, oraStruct.stoout.retry,
oraStruct.stoin.w_id, oraStruct.stoin.d_id,
oraStruct.stoin.threshold);

}
TPCC_RET_CP(stoout.low_stock, stock_count);
dataP->header.returncode = rc == 0 ? TPCC_SUCCESS : oraStruct.stoout.terror;

DEBUGP(("do_stock_lev returning %d\n", dataP->header.returncode));
AUDITLOG(("< do_stock_level rc %d\n", dataP->header.returncode));

}

void copyin_payment(dataBraStructP)
payment_data_t *dataP;
struct paystruct *oraStructP;

TPCCP_CP(payin.w_id, w_id);
TPCCP_CP(payin.d_id, d_id);
TPCCP_CP(payin.c_w_id, c_w_id);
TPCCP_CP(payin.c_d_id, c_d_id);
TPCCP_CP(payin.c_id, c_id);
oraStructP->payin.bylastname = ((dataP->c_id == 0) ? 1 : 0);
TPCCP_CP(payin.h_amount, h_amount);
TPCCP_SCP(payin.c_last, c_last, 17);

}

void copyout_payment(dataBraStructP)
payment_data_t *dataP;
struct paystruct *oraStructP;

TPCCP_RET_SCP(payout.w_street_1, w_street_1, 21);
TPCCP_RET_SCP(payout.w_street_2, w_street_2, 21);
TPCCP_RET_SCP(payout.w_city, w_city, 21);
TPCCP_RET_SCP(payout.w_state, w_state, 3);
TPCCP_RET_SCP(payout.w_zip, w_zip, 10);
TPCCP_RET_SCP(payout.d_street_1, d_street_1, 21);
TPCCP_RET_SCP(payout.d_street_2, d_street_2, 21);
TPCCP_RET_SCP(payout.d_city, d_city, 21);
TPCCP_RET_SCP(payout.d_state, d_state, 3);
TPCCP_RET_SCP(payout.d_zip, d_zip, 10);
TPCCP_RET_CP(payout.c_id, c_id);
TPCCP_RET_SCP(payout.c_first, c_first, 17);
TPCCP_RET_SCP(payout.c_middle, c_middle, 3);
TPCCP_RET_SCP(payout.c_last, c_last, 17);
TPCCP_RET_SCP(payout.c_street_1, c_street_1, 21);
TPCCP_RET_SCP(payout.c